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Abstract—Organizations depend on their employees’ long-
term cooperation to help protect the organization from cyber-
security threats. The acceptance of training measures is thus
crucial. Phishing attacks are the entry point for harmful follow-
up attacks, and many organizations use simulated phishing
campaigns to train employees to adopt secure behaviors. We
conducted a pre-registered vignette experiment (N=793), inves-
tigating the factors that make a simulated phishing campaign
seem (un)acceptable, and their influence on employees’ intention
to manipulate the campaign. In the experiment, we varied
whether employees gave prior consent, whether the phishing
email promised a financial incentive, and the consequences for
employees who clicked on the phishing link. We found that
employees’ prior consent positively affected the acceptance of
a simulated phishing campaign. The consequences “employee
interview” and “termination of the work contract” negatively
affected acceptance. We found no statistically significant effects of
consent, monetary incentive, and consequences on manipulation
probability. Our results shed light on the factors influencing
the acceptance of simulated phishing campaigns. Based on our
findings, we recommend that organizations prioritize obtaining
informed consent from employees before including them in
simulated phishing campaigns, and that they clearly describe
their consequences. Organizations should carefully evaluate the
acceptance of simulated phishing campaigns, and consider alter-
native anti-phishing measures.

I. INTRODUCTION

Organizations rely heavily on email for both internal and
external communication and are thus highly vulnerable to
phishing attacks. Phishing describes an attack to obtain per-
sonal or confidential information from the victim through
a message (e.g., an e-mail) by deliberately deceiving them
and tricking them into harmful actions [1], [2]. Potential
harms include personal damage to the person who interacted
with a phishing email and their contacts, financial loss to
individuals and organizations [3], harm to infrastructure such
as power outages[4], [5], and subsequent societal impact such
as problems with public infrastructure that relies on electricity
to function (e.g., hospitals).

Phishing detection inherently involves human and technical
aspects. Technical phishing detection plays an important role
in phishing protection, for instance, by preventing phishing
emails from making it to a target’s inbox. The main techni-
cal strategies for phishing detection include blocking known
phishing URLs and removing known landing pages [1]. Other
options include checking whether websites include certain
characteristics that could be associated with phishing and page
similarity detection [6]. A limitation of technical phishing
mitigations is that they often work best when many similar
emails are sent to many potential victims. Technical solutions
often cannot protect the first person(s) who are exposed to
a certain attack [7] especially in the case of highly targeted
phishing attacks (“spear-phishing” [6]).

Many attacks cannot be filtered out through technical means.
Organizations thus attempt to train employees to protect the
organizations from phishing attacks, such as raising awareness
of phishing and training [8] and cybersecurity incident re-
porting [9]. Simulated phishing campaigns are frequently used
training opportunities. In such campaigns, organizations send
“realistic” phishing emails to their own employees, often for
training or evaluation purposes [8], [10]. Commercial vendors
conduct such simulated phishing campaigns as a service,
providing a user-friendly interface to conduct the campaign
and analyze the results. Typically, if an employee interacts
with the phishing email, they are re-directed to a training
website explaining the indicators of phishing emails [10].
In some organizations, there are additional consequences for
employees interacting with a simulated phishing email. These
range from mandatory training to talking about cybersecurity,
or in extreme cases, disciplinary consequences [11], [12].

Simulated phishing campaigns have faced serious criticism.
It is unclear whether simulated phishing campaigns lead to the
promised outcome of making organizations’ employees adopt
more secure email behaviors, and they might even negatively
affect the security of organizations [13], [14], [15]. In addi-
tion to possibly not improving organizational security, these
campaigns can have subtle negative effects, such as giving the
impression that the IT department is trying to trick employees,
of adding an additional burden on employees who are already
often under pressure to perform in their job tasks [16] and
might even lead to an insider threat through intentionally
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manipulating phishing campaigns [17]. IT departments also
depend on employees’ long-term collaboration to keep their
organization safe and to keep learning and adapting to new
security threats. Recent work has highlighted the importance
of enhancing perceived utility value of training interventions,
prioritizing positive user experiences, and creating training
interventions that are in line employees’ motivations to engage
them with phishing interventions [18], [19].

Despite criticism and possible lack of effectiveness, the
current reality is that simulation campaigns are commonly
employed in organizations. Organizations use various differ-
ent implementations of phishing simulation campaigns. They
might inform employees of the simulation in advance, or keep
the campaign a secret. They might use certain pre-texts that
are perceived as offensive, or avoid doing so. These decisions
can influence how employees perceive the resulting campaign.
Consider, for instance, the public outcry after a newspaper
offered bonuses to employees in a simulated phishing email
[20]. In the present paper, we explore the factors making a
simulated phishing campaign seem (un)acceptable. This study
should not be seen as an encouragement to conduct phishing
simulation campaigns, but rather, a first investigation into the
factors likely to influence employee acceptance. This paper
does not investigate the effects of such campaigns on behavior
when exposed to phishing, but we point the reader to insightful
discussions and criticism [13], [14], [15].

We conducted a pre-registered between-subjects vignette
experiment (N=793)1 to investigate the factors affecting the
acceptance of a simulated phishing campaign in an orga-
nization. Participants were asked to put themselves in the
role of a caseworker who receives a draft for a possible
phishing campaign to be carried out in their company. The
participant should make an assessment about the acceptance
of the proposed phishing campaign of the respective campaign
on the basis of the information available by answering the
questions in the questionnaire. Our results show that prior
consent to being involved in a simulated phishing campaign
positively affected the acceptance of a phishing campaign.
In contrast, the content of the phishing email, including an
incentive, had a negative effect on the acceptance of the
campaign. We also found that the various consequences of
interacting with the phishing campaign had different effects
on the acceptance of the campaign. Varying these dimensions
of a simulated campaign did not affect the manipulation
probability (clicking on the phishing link despite knowledge of
the simulated phishing campaign) in a statistically significant
way. Based on our results, we advise organizations to prioritize
obtaining informed consent from employees before participat-
ing in simulated phishing campaigns. The consequences of
taking part in the simulated campaign should be clarified in
advance. Furthermore, it’s essential to carefully consider the
pretext included in the phishing message to ensure they align
with employee expectations and are acceptable to them.

1Pre-registration link: https://osf.io/vz9f2/?view_only=
3f95e86f9a4743cba32c9877bb05338f

Contribution Statement. This paper makes the following
contributions: (1) We explore the factors that influence the
acceptance of simulated phishing campaigns using a vignette
experiment, allowing us to make causal statements about
factors influencing the acceptance and manipulation proba-
bility of simulated phishing campaigns. (2) We discuss the
implications of these results for user-centered security research
and cybersecurity practice and highlight how these could
inform how organizations conduct anti-phishing training and
future research.

II. BACKGROUND AND RELATED WORK

A. Phishing and its Consequences

Phishing refers to the process in which sensitive information
is elicited from the victim by pretending to be a trusted entity
according to an automated pattern, typically via email [21].
In our connected world, phishing is an important concern
in almost every company or government institution [22].
The frequency of phishing attacks is increasing, and their
consequences are dire [23], [22]. Attackers predominantly
conduct phishing campaigns using email but also use instant
messaging or SMS [24].

Phishing attacks exploit human psychology to encourage
potential victims to take certain actions. Attackers use a variety
of tactics, such as threatening potential victims and time
pressure [25]. These are often combined with tactics used in
the field of Social Engineering [26], [27], such as distraction,
authority and deception.

Various lenses have been applied to study phishing. A
branch of studies aimed to link the success of phishing attacks
to the personal characteristics of the targeted individual, but
these approaches have been strongly criticized due to the
absence of a solid psychological foundation [28].

Another set of studies examined the role of cognitive
processes in phishing susceptibility. They suggest that phish-
ing attacks activate the peripheral processing of information,
thereby engaging the target user in lower levels of biased
information processing. [29].

Phishing attacks can have severe consequences, including
personal, financial, and societal harm. A notable example
occurred in 2015 when spear phishing was used to target
Ukraine’s power supply, resulting in a six-hour power outage
affecting around 80,000 people [4], [5]. Financial damage can
also result from follow-up ransomware attacks, which demand
payment for restoring access to stolen data. This time pressure
can have devastating effects, such as disrupting production
facilities or medical equipment in critical facilities, putting
human lives at risk [3]. Successful phishing attacks can harm
a company’s reputation and customer trust [30].

B. Phishing Countermeasures

Companies and authorities attempt to implement effective
countermeasures, which include intelligent anomaly detection
through machine learning approaches, 2-factor authentication,
or sandboxing [31]. But even with the combination of various
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countermeasures, some risk remains, especially in organiza-
tions in which employees are expected to interact with actors
outside of the organizations. Unfortunately, organizational
vulnerability to phishing is difficult to mitigate completely
with technical means [7]. There is a race between the defender
and attacker: if the filtering rules for phishing attacks improve,
the attackers adapt their emails to the target environment.
Employees need to adapt flexibly. An increasing number of
companies and government institutions focus on training peo-
ple in addition to technical countermeasures. This is achieved
both through training in general, but also simulated phishing
campaigns.

C. Phishing Simulation Campaigns

Phishing simulation campaigns are similar to a real phishing
attack, but unlike a real attack, the adversary is a team of
offensive forces who are not real attackers. These try to attack
the organizational infrastructure via emails tailored to the
organization without causing sustainable damage. Volkamer
et al. recommend defining this procedure in advance with
leadership to assess an organization’s vulnerability [32].

Simulated campaigns can also be used to formally evaluate
the security awareness of an organization’s employees [32].
The simulated campaign often also attempts to instruct and
thus train the employees who have clicked on the link of a
simulated phishing email [32].

It is unclear whether simulated phishing campaigns lead
to the promised outcome of making organizations’ employees
adopt more secure email behaviors. Researchers have argued
that simulated phishing campaigns do not have the intended
effects [13], [14], [15]. Simulated phishing campaigns are
often costly and the benefits as well as the approach are
controversial. In their analysis of hidden costs for phishing
simulation campaigns, Brunken et al. showed how extensive
and underestimated these costs often are, especially due to
the numerous personnel hours involved [33]. Negative con-
sequences of phishing simulation campaigns can als result
from employee reactions, as was the case for a simulated
phishing campaign at US-based Tribune Publishing Company.
After years of layoffs and wage cuts, a simulated phishing
campaign was conducted and employees were lured by fake
financial bonuses worth 5, 000to10,000 [20]. The deception
led to public outrage and a decline in trust among employees
and journalists, ultimately harming the company’s reputation
[20].

A study with over 6,000 employees found that simulated
phishing campaigns can actually increase the risk of negative
behavioral outcomes [11]. In fact, those who have already
fallen victim to a phishing attempt are even more likely to
be targeted again by new attacks. Distler conducted an in-situ
deception study showing that simulated phishing campaigns
can have undesirable consequences, such as shame within
a person who interacted with a phishing email, which can
lead to inaction after interacting with a phishing email [17].
One explanation here could be a finding by Volkamer et al.,
which explains that there is a possibility of resignation or

loss of motivation on the part of employees if simulations
occur too frequently, and even real phishing emails could
be mistaken for a simulation, or employees could click on
any link as a form of protest [32]. Mihelic et al. showed
through a study with 111 subjects that employees lower their
attention to a second phishing attack after an attempted one
[34]. This behavior could be deliberately provoked to carry out
more successful phishing attacks by distracting the employees
[34]. Wood also explained the serious consequences of fraud
that can be associated with falling for a phishing attack
[35]. Psychological factors such as anxiety, depression, shame,
disrupted sleep, or even an increased risk of suicide can be
a possible negative consequence, which can also apply to
simulated phishing campaigns [35].

The recording of click numbers, i.e., the number of people
who clicked on the phishing link, is often used as a per-
formance indicator and is intended to provide a company’s
management with information about the organization’s secu-
rity awareness. However, click numbers do not capture the
circumstances of why people clicked [34]. Also, according to
Volkamer et al., the completion of a training or a simulated
campaign should not be a mere ticking off of a necessary task
and then blaming the employee if they interact with a phishing
attack despite having completed the training [32].

D. Acceptance of Phishing Simulation Campaigns

It is important that a company’s employees and stakeholders
find phishing simulation campaigns acceptable to avoid neg-
ative consequences such as loss of trust in the organizational
leadership or IT, disengagement with future training measures.
We define employees’ acceptance of phishing campaigns as
the approval of a certain implementation. There are different
types of acceptance. Acceptance can be defined as a construct
in which many factors play an important role, including the
extent to which a new measure, like a simulated phishing
campaign to reduce the click rates of phishing emails, is
accepted, the importance for the user of this campaign, the
individual usefulness, personal attitude towards the measure,
the intention to change one’s behavior as a result of the
simulated campaign and the actual use following the measure
[36].

Reed et al. conducted a survey on people’s view on the
efficacy and ethics of punishment. Participants thought that
punishment should be reserved for more dangerous behaviors.
They viewed punishment procedures as less effective than
positive reinforcement [37]. The question remains whether
the type of consequence can also play an important role in
simulated phishing campaigns. Volkamer et al. relate conse-
quences to simulated phishing campaigns and indicate that
consequences should always be discussed transparently with
employees and not be too strict. Otherwise, employees will not
report when they have been victims of an attack for fear of
consequences [32]. Jampen et al. also point out the importance
of an anti-phishing campaign being adapted to the employees
to avoid putting additional pressure on the employees, who
might not want to “fail”. Additional pressure on employees
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can lead to their health and work performance suffering [38].
This illustrates the importance of employee acceptance for a
successful campaign.

While the simulated phishing campaign can be viewed as a
way to educate employees, certain factors in its implementa-
tion can lead to the adverse effects, even provoking behavior
opposite to the one the intervention planned to implement.
As shown in different organizational contexts, the security
measures proposed by organizations can provoke instances of
non-compliance [39] and even computer abuse behavior [40].
This can be explained within the framework of Reactance
Theory: when people perceive a threat to their freedom of
choice and actions, they often start to act against the threat to
restore their freedom [41]. In contrast to avoidance behavior,
reactance is an active negative response [42]. It has also been
shown that in these contexts, people can even adopt the exact
behavior against which the restrictive actions were directed
[43]. However, Reactance Theory also postulates that not all
freedom restrictions provoke the same level of reactance. In the
context of organizational security, previous works mentioned
several factors provoking the reactive response of employees:
communication failure from the organization (bad explana-
tion of security measures, so they can be perceived by the
employees as threat to their freedom)[42], lack of perceived
organizational justice (where employees feel that they are
treated unfairly), and general distrust to the organization [40].
It is possible that some parameters of simulated phishing
campaigns (such as the absence of consent) can be interpreted
in frames of these factors and, therefore, provoke reactive
behavior.

E. Summary

◦ Phishing is a threat to almost every organization and
government institution and exploits human psychology by
appealing to authority and distracting recipients, among
other strategies.

◦ Simulated phishing campaigns are controversial, and both
phishing and simulated phishing campaigns can lead to a
loss of motivation and trust, but also psychological harm
such as shame and fear.

◦ Acceptance can influence the effects of simulated phish-
ing campaigns, including effects on employees’ views and
trust in their employer and adverse behavioral outcomes
(e.g., intentionally boycotting campaigns). We do not cur-
rently know which factors influence employee acceptance
of simulated anti-phishing campaigns.

◦ This paper investigates the factors that make a simulated
phishing campaign seem (un-)acceptable via a vignette
study.

III. RESEARCH OBJECTIVES

We address two main research questions:

RQ1 What factors affect the acceptance of a simulated phish-
ing campaign in an organization?

RQ2 What factors affect the likelihood of the participants to
click on the link contained in the phishing email despite
knowing that it is a simulated phishing campaign?
a) Hypotheses: Most research in the field of usable

privacy and security collects informed consent [44] and decep-
tion studies are only rarely conducted [45]. In organizational
contexts, different legislative and ethical protections are in
place than in empirical research. Prior research emphasizes the
significance of psychological contracts for employees’ accep-
tance of an organization’s cybersecurity policies [46]. Asking
employees for consent before launching the simulated phishing
campaign can be considered part of transparent organizational
communication. Previous studies have shown that transparent
communication of organizational actions that are relevant
to employees can positively affect employee engagement in
the organization’s life and work processes [47], and their
willingness to accept organizational changes [48]; it is also
described as a necessary step to assure the organizational
decisions are understood and accepted by employees [49].
Further research shows that the perceived usefulness and
credibility can increase acceptance of a security measure [50].
This can be realized in the context of a simulated phishing
campaign so that the company not only informs people about it
in advance but also obtains the consent of the affected persons
[50]. This ensures that people develop an understanding of the
simulated campaign and are more likely to engage with it than
with a purely informative announcement or no information
at all [50]. Without consent, organizations risk violating this
psychological contract, potentially eliciting negative emotional
and behavioral reactions from employees [51].

We hypothesize that prior informed and free consent to par-
ticipating in a simulated phishing campaign would influence
employee acceptance of such campaigns.
H1: Obtaining employee consent in advance has a positive

effect on the acceptance of the simulated phishing cam-
paign.

The example of a newspaper company conducting a sim-
ulated phishing campaign leading to a public outcry [20]
provides a negative example of how monetary promises in
the phishing email can lead to a severe loss of trust and
lasting negative consequences for both the employees and
the company if the employees have money problems at the
time of the campaign. Here, negative employee sentiment was
shown to increase aversion and lack of understanding of the
campaign [20]. Strong incentives, such as money, can cause a
person to perform the desired behavior (falling for a phishing
attempt), which is why monetary incentives are often used
in phishing attacks [52]. The feeling of being tricked can
lead to negative emotional consequences for the victim of
a simulated phishing attack and can thus lead to a strong
aversion [53], [54], [35], [55]. Hence, we hypothesize that
monetary incentives in messages in the context of a phishing
campaign might lead to lower acceptance:
H2: The promise of a monetary incentive in phishing email

content has a negative effect on the acceptance of the
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simulated phishing campaign.
We examine the effects of various types of consequences

in the context of simulated phishing campaigns. Prior work
has shown that punishment is perceived as acceptable only
when reserved for severe transgressions [37]. Weinzimmer
and Esken also highlighted the importance of organizations
tolerating mistakes without fear of repercussion to influence
psychological safety, and positively influence organizational
learning and performance [56]. Wang et al. [57] found that
error tolerance in organizational settings was linked to psycho-
logical wellbeing, arguing that constructive error management
is essential for employee psychological wellbeing. We assume
that any consequence which takes time from employees away
from their primary work tasks is perceived as negative and
will lead to lowered acceptance of a phishing campaign.

We hypothesize:
H3: Consequences for the employee, resulting from clicking

on the phishing link, have a negative effect on the
acceptance of the simulated phishing campaign 2.

Volkamer et al. [32] have argued that employees might
intentionally click a phishing link to protest a simulated phish-
ing campaign. This argument is in line with several studies
focused on reactance theory and its applications in explaining
non-compliance [58] and computer abuse behavior [40] in
organizational settings. Studies demonstrate that mistakes in
implementing security measures (e.g., lack of transparency
leading to the perception of organizational communication
about security matters as "broken") can increase reactance
levels and heightened non-compliance issues. Conversely, ef-
fective communication can be considered a factor that lowers
reactance [59], [60]. Effectively communicating the upcoming
simulated phishing campaign and obtaining employees’ con-
sent to participate could mitigate potential reactive impulses
by showing that the organization clearly communicates infor-
mation about the event and respects employees’ freedom to
participate or not. For this reason, we hypothesize:
H4: Obtaining employee consent in advance has a negative

effect on the employees’ intention to click on the phishing
link despite knowledge of the simulated phishing cam-
paign.

Monetary incentives have a long history of being the most
commonly used phishing strategy, appearing even before the
rise of current email-based communication [61]. From the
user’s perspective, they are also recognized as the most iden-
tifiable type of phishing attack, as users appear to be more
cautious about emails mentioning money or banking alerts
[62]. In an organizational context, it has been shown that
one of the main factors affecting the evaluation of an email’s
legitimacy is the perceived likelihood of receiving such an

2In the pre-registration, our hypothesis was “More severe organizational
consequences for the employee, resulting from clicking on the phishing link,
have a negative effect on the acceptance of the simulated phishing campaign.”
This was misleading since we did not have a clear hypothesis regarding the
order of severity of the consequences. We treat the different consequences as
categorical variables. We thus adapted the hypothesis to reflect our view of
consequences as categories.

email [62]. As monetary-incentive emails appear unusual in
most organizational contexts, they have a higher chance of
being perceived as obviously malicious or fake. In this case,
we can expect the level of user frustration with these emails
to be higher, and their presence can provoke more reactance-
based actions similar to the reasons discussed in H4.

We hypothesize that promises of money in the phishing
message trigger a higher dissonance and that employees feel
tricked, which is why the following hypothesis is formulated:
H5: Campaigns in which a monetary incentive is promised

have a positive effect on the intention to click on the
phishing link despite knowledge of the simulated phishing
campaign.

Prior work has recommended that consequences of simu-
lated phishing campaigns should be discussed transparently
with employees and should not be handled too strictly. Oth-
erwise, employees will not report when they have been the
victim of an attack for fear of serious consequences [32]. Co-
ercive power from the authorities and organization’s officials
can trigger reactance [63], [40]. Measures relying on fear and
severe consequences, such as tightening security policies and
emphasizing the repercussions of non-compliance, can raise
non-compliant behavior and provoke a reactive response [63],
[40]; In a context beyond organizational security, it was shown
that fear appeals strongly provoke psychological reactance
[64].

Knowing the severe consequences of a phishing incident
could reinforce the intention to protest. Thus, we hypothesize:
H6: More severe consequences for the employee resulting

from clicking on the phishing link have a positive effect
on the intention to click on the phishing link despite
knowledge of the simulated phishing campaign.

Flores et al. [65] showed that individuals with computer
experience exhibit higher phishing resilience. We hypothesize
that higher IT affinity is associated to higher acceptance of
phishing campaigns:
H7: Higher affinity for technology correlates with higher

acceptance of the simulated phishing campaign.

IV. METHODOLOGY

A. Research Design

We conducted an online vignette experiment in July 2023
with a 2 × 4 × 2 (Consent × Consequences × Incentive)
between-subjects design. The independent variables Consent
(Yes vs. No), Consequences (No impact vs. Employee in-
terview vs. Training vs. Termination after click on phishing
email), and Monetary Incentive (Yes vs. No) were measured
as independent within-subject factors. Participants were given
the task of situating themselves in the role of a caseworker
who receives a draft for a possible phishing campaign to be
carried out in their company. The participant should make
an assessment of the respective campaign on the basis of
the information available by answering the questions in the
questionnaire regarding the acceptance and manipulation prob-
ability. We systematically varied the vignettes with respect to
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the independent variables, resulting in 16 possible scenarios.
Figure 1 shows the procedure. The study was approved by the
ethics committee of the University of the Bundeswehr Munich
in Germany .

Participants first provided informed consent to participate,
followed by information about phishing. Participants were
then presented with the background information needed and
were then randomly assigned to one of the 16 vignettes. The
between-subjects approach ensured that participants would
not guess the exact purpose of the study and could not
weigh between different scenarios. After reading through the
vignette, participants were asked to assess (1) how likely
they were to accept the scenario at hand and (2) how likely
the participant would manipulate the scenario despite the
knowledge that it was a simulated phishing campaign by their
own organization. Last, we asked participants about their prior
phishing campaign experience, IT affinity, and demographic
variables. We provide the vignettes in Appendix A and the
complete questionnaire as well as the entire data set and
analysis syntax in the pre-registration3.

a) Pre-tests: To ensure the understandability of the ques-
tionnaire, we first asked three experts in user-centered security
and human-computer interaction to go through our question-
naire while thinking aloud while filling out the questionnaire.
As a result, we refined our question items. We conducted a
pre-test with N=35 subjects to detect possible comprehension
problems, especially regarding the vignette scenarios. Based
on the feedback from the pre-test, we were able to incorporate
improvements that should increase the quality of the main
study.

B. Vignettes

Each participant was exposed to one vignette out of 16
possible vignettes. Figure 2 shows the situation participants
were asked to imagine themselves being in. Participants were
asked to imagine that they were a caseworker in a company,
asked to evaluate the design of a planned, simulated phishing
campaign. The vignette first provided information on whether
the employer in the scenario would obtain prior consent about
the upcoming campaigns from each employee (Consent: Yes
vs. No). The vignette then explained the content of the planned
phishing email. The company’s boss asked the employee
to open the link and, depending on the scenario, promised
a salary increase (Monetary incentive: Yes vs. No) if the
information contained in the link was presented at the next
meeting. Finally, the vignettes varied the consequences for
employees if they fell for the phishing link (Consequences:
No impact vs. Employee interview vs. Training vs. Termination
after clicking on a link in a phishing email).

C. Measurements

1) Acceptance (dependent variable): There is no one gen-
erally recommended way of measuring acceptance. A review
from the field of driving automation found that there were

3Pre-registration link: https://osf.io/vz9f2/?view_only=
3f95e86f9a4743cba32c9877bb05338f

eight major ways of measuring acceptance, which also varied
depending on the study objective, and many studies used a
one-item measure of acceptance [36]. Similarly, we evaluated
acceptance of the vignette on a 10-point scale (1=not ac-
ceptable at all; 10=fully acceptable), asking “How acceptable
would you find it if this campaign was conducted in this form
in your company?”.

2) Manipulation Probability (dependent variable): Manip-
ulation probability was measured with the question “What is
the likelihood that you would click on the phishing link if you
already realized it was a phishing email from your employer?”.
Answers were recorded on a 10-point scale from 1=very
unlikely to 10=very likely. In addition, we asked subjects to
justify their decision regarding the likelihood of manipula-
tion within an open response field to better understand the
motivations for actively manipulating a simulated phishing
campaign. This measure was purely exploratory as we did not
find similar concepts being studied previously, but found an
empirical investigation of the concept compelling.

3) Previous Experience of Phishing Campaigns: After the
vignette experiment and independently of the condition a
participant was assigned to, we asked the subjects whether they
had already been part of a simulated phishing campaign as an
employee in a company. This question was a filter question
(answer format: yes/no). Participants with prior experience
were then asked to describe the campaign in more detail.
We chose an open response field and asked participants
to provide information on the content, number of phishing
emails, duration, and campaign scope.

We asked participants with prior experience whether click-
ing on the phishing link had any consequences and, if so,
what these consequences were in an open-answer format. In
addition, we surveyed whether and how the participants were
informed about the campaign in advance and/or afterwards.
Participants could choose from the following categories: Not
at all (1), Verbally by the supervisor (2), Email (3), Work
meeting (4), Training (5), Note during recruitment (6), Other
(open response field; 7). Lastly, we recorded on a 6-point scale
from 1=strongly disagree to 6=strongly agree how strongly
participants agreed that the simulated phishing campaign im-
proved the relationship between them and the employer and
whether they rated phishing campaigns as very positive.

4) IT Affinity: We recorded the participants’ technical affin-
ity using the short version of the Affinity for Technology
Interaction Scale (ATI Scale) according to Franke et al. [66].

D. Recruitment and Participants

We recruited a sample of N=793 subjects from Prolific4 in
July 2023. Platform members receive a notification when they
are eligible for a research study. For our study, we did not use
any restrictions regarding gender or education. To participate
in the study, participants had to meet the requirement of using
technology at work of "about once a week, 2 or 3 times a
week, 4 or 6 times a week, about once a day, more than once

4Prolific Platform: https://www.prolific.co/
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Fig. 1. An overview of the study procedure. Participants were recruited on an online platform and used technology at work at least once per week. Participants
were asked to situate themselves in a role play, where they were first given information about phishing, and were then randomly shown one of 16 vignettes
describing a simulated phishing campaign scenario. Participants answered questions about how acceptable they found the scenario and how likely the participant
would manipulate the scenario despite the knowledge that it was a simulated phishing campaign by their own organization (manipulation probability).

Fig. 2. Background information about the vignettes. This information was shown to all participants, independently of the condition they were assigned to.
After this background information, participants were shown one of 16 vignettes.

a day". In addition, participants who had taken part in the pre-
test of the study were excluded. Participants had to be UK
residents. Our goal was to recruit 800 participants to obtain
approximately 50 responses per vignette (50*16 = 800), as 50
responses per vignette are recommended in the literature as a
rule of thumb to obtain sufficient statistical power [67].

1) Data Exclusion: We obtained data from 803 participants
who completed the questionnaire in full. In line with our pre-
registration, we excluded 10 participants because they reported
an English language level of A1 or A2. In the analyses, only
data from the study participants who had at least an advanced
level of language proficiency at the time of the study would be
analyzed (B1 or better). This is to ensure that the participants
understand the vignettes, despite the complexity of the subject
matter. A total sample size of N=793 was used in the analysis.

2) Description of Sample: Participants were 48.7% female,
50.2% male, 0.6% non-binary, and 0.5% did not indicate
their gender. Participants were on average M=41 years old
(SD=12.85, Range=18-78). Participants were relatively highly

educated, with many holding bachelor’s or master’s degrees.
Participants showed an average ATI score of technology affin-
ity of M=14.62 (SD=4.59). The Cronbach’s alpha is α=.87.

E. Experimental Data

Each vignette was shown 49.56 times on average. For gen-
der analysis, a t-test was calculated between the dependent and
demographic variables. Spearman correlation was calculated
for age and the Kruskal-Wallis tests were calculated for educa-
tion to detect differences between groups. We found that males
(M=5.76, SD=3.37) reported significantly higher acceptance
scale scores than females (M=5.01, SD=3.28; t(782)=-3.20,
p<.001, 95% CI [-1.22, -0.29]). With regard to age (p=.50),
no significant relationship was found on vignette acceptance,
nor were there significant differences with regard to education
(p=.35) and acceptance. No significant gender difference was
found on the manipulation probability scale (t(782)=
-.93, p=.35, 95% CI [-0.15, 0.43]). We found no significant
correlations between age (p=.46) and education (p=.31).
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Fig. 3. Representation of the scenario described in the vignettes. The dimensions (consent, monetary incentive, consequences) are separated by a dashed line.
The levels within each dimension are numbered. Baseline conditions are highlighted with a (C).

We inspected the response behavior across the vignettes.
We found a symmetrical data distribution of the responses
on the acceptance scale, where the extremes have the high-
est frequencies and the middle category values have lower
frequencies, resulting in a U-shaped response distribution
of acceptance (Appendix B.1). All response options were
used. The manipulation probability scale shows a right-skewed
distribution, with most responses being low values and a very
small portion indicating higher values. All response options
were used on this scale (Appendix B.2).

The Shaprio-Wilk test showed data not to be normally
distributed. Schmidt and Finan’s [68] work shows violations
of the normal distribution to not noticeably affect the results
for large samples (> 10 observations per variable).

F. Data Analysis

In separate models, we first estimated the overall effect
of our independent variables (consent, monetary incentive,
consequences) on the dependent variables’ acceptance of the
simulated phishing campaign and the manipulation probability.
Then, we estimate the effect of the individual characteristics
of the independent variables on the dependent variables. If
we found a significant effect, we examined between which
variable expression the effect is to be found.

In addition, we examined the relationship between individ-
ual affinity for technology and the acceptance of simulated
phishing campaigns calculating the individual sum score for
each person.

V. RESULTS

A. Bivariate Correlations between Dependent Variables

We performed a correlation analysis of the dependent vari-
ables’ acceptance and manipulation probability. We found a

significant negative correlation (r=-.08, p=.02). This means
that higher values in acceptance could tend to be associated
with slightly lower values in manipulation probability. How-
ever, since the correlation coefficient is close to zero, this
indicates that the relationship between these two variables is
rather weak. The acceptance rating of the different vignettes
was on average M=5.39 (SD=3.34) and the manipulation
probability was M=2.12 (SD=2.06).

B. Experimental Evidence

1) Acceptance: We calculated a linear regression between
the dependent variable acceptance and the independent vari-
ables using a significance level of α=.05. To evaluate the
hypotheses, we refer to the results of the single effects.
However, the overall effects are also reported (table T.3 and
figure B.3). We found a significant positive effect of obtaining
prior consent from employees at the beginning of a phishing
campaign on acceptance (r(789)=.28, p<.001). With regard
to consequences, a significant negative effect was found on
the acceptance (r(789)=.32, p<.001). We found no effect of
the monetary incentive on acceptance in the overall effects
(r(789)=-.05, p=.07). The correlation table of the independent
variables can be found in Appendix B.

To further examine the results, we then calculated the
single effects of the levels of the independent variables (see
Table I). We found a statistically significant positive effect on
acceptance (p<.001). Obtaining consent was found to increase
the acceptability rating by almost one scale point (0.90,
p<.001). The single effects of the consequences also showed
a significant effect of the variable characteristics, whereby the
consequence of an employee interview as a result of clicking
on the phishing link caused the acceptance of the campaign to
drop by more than one and a half scale points (-1.64, p<.001).
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Termination of employment led to a significant drop in the
acceptance rating of almost three and a half scale points
(-3.37, p<.001). We found that a monetary incentive caused the
acceptance of the phishing campaign to drop by almost half
a scale point (-.47, p<.02). We did not obtain a significant
result with regard to the acceptance rating of the training as a
consequence of the simulated phishing campaign (.29, p<.32).
Figure 4 shows a visual representation of the coefficients.

TABLE I
SINGLE EFFECTS OF THE INDEPENDENT VARIABLES ON THE ACCEPTANCE
OF THE SIMULATED PHISHING CAMPAIGN. ACCEPTANCE WAS MEASURED

ON A SCALE OF 1 TO 10 (1=NOT ACCEPTABLE AT ALL; 10=FULLY
ACCEPTABLE).

Term Estimate SE p-value
Intercept 6.4713*** 0.2520
Consent 0.9034*** 0.2379 < .001
Incentive -0.4741* 0.2075 0.023
Employee interview -1.6394*** 0.2845 < .001
Training 0.2923 0.2959 0.324
Termination of contract -3.3688*** 0.3121 < .001

Fig. 4. Coefficient plot single effects of the independent variables on the
acceptance of the simulated phishing campaign

2) Manipulation Probability: Overall, participants reported
a very low likelihood of clicking on a phishing link if they
already realized it was from their employer (see Appendix
Figure B.2). We estimated the overall effect of the independent
variables on the dependent variable at a significance level
of α=.05. No statistically significant relationship was found
between the Consent, Incentive, and Consequences variables
and the dependent variable (the overall regression model for
manipulation probability can be found in the Appendix, Table
T.4 and Figure B.4).

Nevertheless, we then looked at the single effects (see
Figure 5) of the variable expressions, showing that obtaining
consent and a monetary incentive in the context of the phishing
email had no statistically significant effects on manipulation
probability (p>.05).

In order to evaluate the open answers, we categorized
the participants’ answers. In this way, each answer could
eventually be assigned to at least one category. The answers

TABLE II
SINGLE EFFECTS OF THE INDEPENDENT VARIABLES ON THE

MANIPULATION PROBABILITY. MANIPULATION PROBABILITY WAS
MEASURED ON A SCALE OF 1 TO 10 (1=VERY UNLIKELY, 10=VERY

LIKELY).

Term Estimate SE p-value
(Intercept) 1.9173 0.1784
Consent 0.1116 0.1684 0.508
Incentive 0.1648 0.1469 0.262
Employee Interview 0.0714 0.2014 0.723
Training 0.2832 0.2095 0.177
Termination of contract 0.0196 0.2210 0.929

Fig. 5. Coefficient plot of single effects of the independent variables on
manipulation probability

to the open question, in which participants were asked to
explain reasons why they might click on a phishing link if
they already know that it is a simulated phishing campaign,
indicate that there were three main reasons for intentionally
clicking a suspected phishing link from an employer: false
trust in the email (n=44), protest (n=11) and curiosity (n=9).
Answers such as “The boss has specifically asked me to open
it, so I would think it is OK” (P399) or “I think I’m quite
trusting and do as I’m told” (P47) showed that participants
trusted phishing emails if they assume that it is a legitimate
email from their boss. Protest was a reason for intentionally
clicking on phishing links. For example, participants stated
“they shouldn’t be allowed to do it. I don’t think it’s morally
right” (P639) or “I would still click on the link because I know
there is no consequence for me”(P13). Answers such as “Just
to read it” (P134) or “Just out of curiosity I guess.[...]” (P665)
show that phishing messages can trigger curiosity in recipients
leading to them interacting with the simulated phishing email.

3) ATI and Acceptance: Participants had an average ATI
value of M=14.62 (SD=4.59). To investigate whether technol-
ogy affinity influences the acceptance of phishing campaigns,
we calculated a Spearman correlation due to the violation of
the normality assumption. A significant positive correlation
was found (r(791)=.12, p<.001). This suggests that people
with a higher affinity for technology generally rate the ac-
ceptance of phishing campaigns higher. Hypothesis 7 can be
accepted.
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C. Prior Experience with Simulated Phishing Campaigns

Of the 793 participants, n=179 (23%) indicated prior ex-
perience with simulated phishing campaigns and completed
the additional questions describing the prior experience. This
subsection refers to the answers of this subset of participants.
The purpose of this subsection is descriptive and independent
of the experimental treatments. 64% of participants who had
previous experience with simulated phishing campaigns were
not informed about the campaign in advance. The participants
were asked how they had been informed about the phishing
campaign in advance. 17% reported being informed by email,
10% as part of training, 7% by the supervisor, and just under
3% each by a work meeting or during the application process.
Regarding the announcement afterwards, 77% said they had
been informed about the phishing campaign by email, 10%
each in the context of training and/or during a work meeting,
8% verbally by the supervisor, and 5% not at all. A small num-
ber of the participants indicated, for example, an information
message on the company’s intranet site or conversations with
the other employees.

44% of participants with prior experience indicated that
falling for the phishing message resulted in consequences
for that particular employee. Almost exclusively, participants
indicated in the open response field the consequence was anti-
phishing training.

D. Summary of the Results

We summarize the results of this study in Table III.

VI. DISCUSSION

A. Limitations

We could not test every possible scenario or combination
possible in reality. Thus, not every possible expression of the
independent variables could be represented. However, using
our methodological approach, we were able to isolate the
effects of our variables and make a statement about the effects
of the variables we collected. We acknowledge that the conse-
quence “training” might be perceived differently by different
employees. In future work, it would be insightful to provide
further details regarding various consequences to understand
their relative acceptance. Our sample consists exclusively of
UK residents. There may also be cross-cultural differences
with regard to the dependent variables of acceptance and
manipulation probability. Lastly, vignettes did not have the
same length, some vignettes were longer than others. However,
each subject was presented with only one vignette, so the
average duration of the study was 04:54 minutes. We assume
that fatigue effects did not play a role.

B. Acceptance

a) Consent and simulated phishing campaigns: Consent
and simulated phishing campaigns are a debated topic. In our
study, consent positively influenced the acceptance rating, but
in practice, simulated phishing campaigns typically involve de-
ception [32]. For example, some organizations never disclose
that a simulated campaign has been conducted and simply

redirect the victim to a legitimate website. Others inform the
victim once fallen for a simulated phish [32].

Securing consent before initiating simulated phishing train-
ing can be understood through the lens of the “psychological
contract”. The psychological contract outlines the implicit
expectations between employees and employers regarding
mutual responsibilities [69]. Prior research emphasizes the
significance of psychological contracts for employees’ accep-
tance of an organization’s cybersecurity policies [46]. Studies
also indicate that employees perceive justice and fairness as
core components of these psychological contracts [70]. Es-
sentially, employees expect organizations to act transparently
and declare their intentions openly. Without clear consent for
simulated phishing emails, organizations risk violating this
psychological contract. Such violations can elicit negative
emotional and behavioral reactions from employees [51],
potentially diminishing their commitment to the organization’s
security measures [71].

Reactance theory offers an alternative perspective on the
importance of consent in simulated phishing campaign accep-
tance. As described previously, reactance is described as a
negative emotional response triggered by perceived threats or
limitations on an individual’s behavioral freedom [41]. Within
organizations, this type of response frequently emerges in
relation to security measures that aim to regulate employee
behavior [72]. Our results confirmed that when an organization
initiates a simulated phishing campaign without obtaining
employee consent, it can be perceived as restricting their
freedom to participate. This might provoke negative reactions,
such as employees deliberately clicking on phishing links,
which counters the organization’s objectives.

Informed consent is considered an important ethical safe-
guard in most empirical studies in usable privacy and security
[44], but the amount of information that should be provided
to participants in research to qualify as informed consent is
often unclear [73]. Lengthy documents are not necessarily
informative for research participants or employees. Prospective
research participants may not fully understand the information
disclosed in the informed consent process [74], and similar
issues could arise with employees. More investigation is
needed to understand how employees might best be informed
about simulated phishing campaigns in ways that both respect
their time and provide all necessary information. Simulated
phishing campaigns generate personal and potentially sensitive
information about employees. An informed consent procedure
should, at the very least, clarify who would gain access
to information about employees’ behavior, how long this
information will be stored, how it will be secured, and how
consent can be revoked (additional considerations can be found
in [32]). Consent should be informed and freely given. For
example, following this standard, employees who do not give
consent to participate in a simulated phishing campaign should
be given other options to learn about phishing countermea-
sures. Any security measures could also be conceptualized and
refined in co-design sessions with employees, considering their
thoughts and experiences in their daily work lives.
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TABLE III
OVERVIEW OF THE RESULTS

Hypothesis Result Explanation
1 Obtaining employee consent in advance has a positive

effect on the acceptance of the simulated phishing
campaign.

Confirmed Prior consent had a positive effect on the acceptance
rating of the phishing campaign.

2 The promise of a monetary incentive in phishing email
content has a negative effect on the acceptance of the
simulated phishing campaign.

Confirmed The presence of a monetary incentive had a negative
effect on acceptance.

3 More severe organizational consequences for the em-
ployee resulting from clicking on the phishing link
have a negative effect on the acceptance of the simu-
lated phishing campaign.

Partially confirmed Training had statistically non-significant effect on ac-
ceptance. An employee interview or termination of the
employment relationship had a statistically significant
negative effect on acceptance.

4 Obtaining employee consent in advance has a neg-
ative effect on the employees’ intention to click on
the phishing link despite knowledge of the simulated
phishing campaign.

Not confirmed No statistically significant effect of prior consent on
manipulation probability could be found.

5 Campaigns in which a monetary incentive is promised
have a positive effect on the intention to click on
the phishing link despite knowledge of the simulated
phishing campaign.

Not confirmed No statistically significant effect of monetary incentive
on manipulation probability.

6 More severe consequences for the employee resulting
from clicking on the phishing link have a positive
effect on the intention to click on the phishing link de-
spite knowledge of the simulated phishing campaign.

Not confirmed No statistically significant effect of stronger conse-
quences on manipulation probability could be found.

7 Higher affinity for technology correlates with higher
acceptance of the simulated phishing campaign.

Confirmed People with a higher IT affinity rated the acceptance
of phishing campaigns higher.

b) False promises of monetary incentives: We found
that the content of the email containing the promise of a
monetary incentive had a small yet statistically significant
negative effect. In a real-life phishing campaign, the effect of a
promised incentive will depend on the organizational context,
and it is important to consider that other pretexts may also
have a negative effect on acceptance. Sensitive topics might
include, in addition to financial incentives, vacation days, sick
leave, organizational restructuring, politics.

c) Consequences of interacting with a phishing email:
Depending on the consequences described in the vignette
scenario, acceptance ratings differed (see Figure 4). While
both contract termination (in line with [37]) and an employee
interview had a negative effect, training, as a consequence, had
a non-statistically significant negative effect. We hypothesize
that the effect of training on acceptance will depend on
a variety of factors, including the duration of the training
measure, whether the training is perceived as “embarrassing”
(e.g., if supervisors are informed) or as helpful.

C. Manipulation Probability

Previous work has mentioned the possibility of employees
manipulating intentional clicking as a protest because they feel
it is unreasonable for their organization to “trick” them in
this way or out of curiosity [32]. In our study, the majority
participants indicated that they would not knowingly click on
a simulated phishing email from their employer, and none of
the vignette factors showed a statistically significant effect on

manipulation probability. In the open-ended answers, we did
find some indication of clicking out of curiosity or because
the participant would not expect any real consequences from
clicking. There are multiple possible follow-up hypotheses.
The intention to manipulate a simulated phishing campaign
might not be very common in general, which explains why we
rarely observed it in our sample. It is also possible that the in-
tention to manipulate a simulated phishing campaign is bound
to the real-life context of an organizational simulated phishing
campaign and can not easily be replicated using a vignette
scenario. For instance, [75] point to the tensions that arise
in organizational contexts when time constraints, resource
constraints, cognitive constraints, and incomplete information
collide with contradictory approaches to secure behaviors in
organizations, which can lead to employees making “good
enough” decisions. Indeed, time, resource and time constraints
cannot easily be replicated outside a realistic work context,
and it is possible that clicking on a phish which somebody
suspects to come from their employer is a phenomenon that
appears only in the presence of such real-world tensions.
There might also be a social desirability effect discouraging
research participants from reporting what they may perceive
as anti-social behavior in an attempt to present themselves in
a positive light [76].

D. IT Affinity

Finally, the study focused on whether a higher IT affinity
leads to a higher acceptance of phishing campaigns. Similarly,
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Flores et al. [65] found that individuals with computer expe-
rience have a higher phishing resilience.

VII. RECOMMENDATIONS

Based on our findings, we offer practical recommendations
for future simulated phishing campaigns. Note that our study
does not assess whether these campaigns lead to improved
security outcomes, but rather focus on understanding factors
contributing to their acceptance.
Obtain consent from participants before including them

in simulated phishing training. Our study points to
a positive effect of obtaining employee consent before
simulated phishing campaigns on acceptance. Since they
have been warned, there is a trade-off between obtaining
consent and potentially influencing employees’ future
behavior. However, the objective of any security measure
must be to keep up long-term engagement with security
measures, as well as trust in the security professionals
of a company. Thus, it seems worthwhile to conduct
simulated phishing campaigns after obtaining employee
consent and to carefully measure the effects of such prior
consent. Employees who do not provide informed consent
should be allowed to participate in other types of security
training. The knowledge of being part of a simulated
phishing campaign might only influence behavior more
in the short term.

Clarify the consequences of insecure behaviors before a
simulated phishing campaign. Consequences (positive
and negative) should be defined in collaboration with
employees of an organization. We found that the conse-
quences of a phishing campaign influence its acceptance.
Combined with prior informed consent, we recommend
clarifying the consequences of simulated anti-phishing
campaigns. Organizations should clarify the simulated
phishing campaign’s intentions, which consequences can
arise for employees (positive or negative), and exactly
how their data is used (e.g., who can access it, is it
used to evaluate performance). We found that employee
interviews lead to a lower acceptance of the simulated
phishing campaign, which might be relevant for smaller
organizations in which such a measure might be more
realistic. There is also no evidence that such an employee
interview would positively affect phishing behavior.

Organizations should carefully consider whether certain
pretexts are acceptable for their employees. Promising
an incentive in the email had a negative effect on the ac-
ceptance of the campaign. While attackers might use any
means necessary to trick victims, organizations should
ensure employees’ long-term commitment to security
rather than tricking employees.

VIII. FUTURE RESEARCH

Future work should investigate the real-life acceptance of
employees who have been included in simulated phishing cam-
paigns in their organizations. It would be especially insightful
to interview employees who did not agree with the simulated

phishing campaign to identify possible improvements. In addi-
tion, it would be relevant to understand how employees think
these campaigns affected their behavior. Behavior change in
organizational contexts is complex and multi-faceted. Future
research could go into more detail regarding the characteristics
of the simulated phishing campaign.

IX. CONCLUSION

Our results demonstrate the effects of varying certain factors
(consent, monetary incentive, consequences) when designing
simulated phishing campaigns. We found that the examined
factors can have different influences on employee acceptance.
Note that this study does not investigate or take a stance on
the effectiveness of such campaigns to increase organizational
security, which multiple studies have questioned. We hope that
future work will investigate both how anti-phishing training
(simulated or other) can be made more effective, as well as
accepted by employees. Organizations depend on the long-
term collaboration and motivation of their employees to stay
safe from outside threats, and any security measure should
be evaluated in terms of both behavioral effects and how
acceptable the measure is perceived by employees. We hope
to see more research investigating employee engagement,
motivation, and acceptance of security measures.
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APPENDIX

APPENDIX A
VIGNETTES

Vignette 01
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, there are no
consequences for them.

Vignette 02
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, there are no
consequences for them.

Vignette 03
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, they have to
see their boss for an appraisal interview.

Vignette 04
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, they have to
see their boss for an appraisal interview.

Vignette 05
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, the employee
will have to take part in phishing awareness training.

Vignette 06
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, the employee
will have to take part in phishing awareness training.

Vignette 07
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, the employees’
work contract will be terminated.

Vignette 08
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains consent from employees in advance
to participate in the upcoming phishing campaign. In the
campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, the employees’
work contract will be terminated.
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Vignette 09
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, there are no
consequences for them.

Vignette 10
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, there are no
consequences for them.

Vignette 11
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, they have to
see their boss for an appraisal interview.

Vignette 12
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, they have to
see their boss for an appraisal interview.

Vignette 13
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, the employee
will have to take part in phishing awareness training.

Vignette 14
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, the employee
will have to take part in phishing awareness training.

Vignette 15
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. In addition, the recipient is promised a salary increase
if they commit to the project and provide the requested
information on the link.

If an employee falls for the phishing email, the employees’
work contract will be terminated.

Vignette 16
Please put yourself in the following situation and evaluate the
following draft of the simulated phishing campaign:

Your employer obtains no consent from employees in ad-
vance to participate in the upcoming phishing campaign. In
the campaign, a simulated phishing email will be sent to all
employees of the organization.

In the simulated phishing email, the boss asks the recipient
to open a link with important information for an upcoming
meeting. The link leads to information about the meeting.

If an employee falls for the phishing email, the employees’
work contract will be terminated.

APPENDIX B
ADDITIONAL FIGURES AND DATA
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Fig. B.1. Distribution of responses on the acceptance scale of all vignettes

Fig. B.2. Distribution of responses manipulation probability

TABLE T.1
CORRELATION TABLE OF INDEPENDENT VARIABLES ON ACCEPTANCE

Variable M SD 1 2 3 4
1 Acceptance 5.39 3.34 - .28** -.32** -.05
2 Consent - -.34** -.01
3 Consequences 2.44 1.12 - -.001
4 Incentive -
N = 793, *p <.05, **p <.01

TABLE T.2
CORRELATION TABLE OF INDEPENDENT VARIABLES ON MANIPULATION

PROBABILITY

Variable M SD 1 2 3 4
1 Manipulation Prob. 2.12 2.06 - .03 .06 .04
2 Consent - -.34** -.01
3 Consequences 2.44 1.12 - -.001
4 Incentive -
N = 793, *p <.05, **p <.01

Fig. B.3. Overall effects of the independent variables on acceptance

TABLE T.3
REGRESSION TABLE OVERALL EFFECTS ON ACCEPTANCE. ACCEPTANCE

WAS MEASURED ON A SCALE OF 1 TO 10.

Term Estimate SE p-value

(Intercept) 5.9972 0.2665
Consent 1.7731*** 0.2334 < .001
Incentive -0.3464 0.2235 0.121
Consequences (dummy) -1.4830*** 0.2557 < .001

Fig. B.4. Overall effects of the independent variables on manipulation
probability

TABLE T.4
REGRESSION TABLE OVERALL EFFECTS ON MANIPULATION PROBABILITY.
MANIPULATION PROBABILITY WAS MEASURED ON A SCALE OF 1 TO 10.

Term Estimate SE p-value

(Intercept) 1.8898 0.1748
Consent 0.1587 0.1531 0.300
Incentive 0.1757 0.1466 0.231
Consequences (dummy) 0.1269 0.1678 0.450
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