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a) Drawing with light blue mode b) The BANGLES menu c) Change color mode by arm-turn d) Resulting new mode

Figure 1: We explore design and interaction of handheld menu for freehand gestural Virtual Reality (VR). Specifically, how to
hold and interact with the menu via just a single hand and gaze – keeping the other hand free for drawing. Example: The user
looks at a menu sub-group (b), and then rotates the arm to adjust a parameter (c), to then immediately continue drawing with
the dominant hand (d).

ABSTRACT
A user’s free hands provide an intuitive platform to position and
design virtual menu interfaces. We explore how the hands and
eyes can be integrated in the design of hand-attached menus. We
synthesise past work from the literature and derive a design space
that crosses properties of menu systems with an hand and eye
input vocabulary. From this, we devise three menu systems that
are based on the novel concept of Look & Turn: gaze indicates
menu selection, and rotational turn of the wrist navigates menu
and manipulates continuous parameters. Each technique allows
users to interact with the hand-attached menu using the same
hand, while keeping the other hand free for drawing. Based on a
VR prototype that combines eye-tracking and glove-based finger
tracking, we discuss first insights on technical and human factors
of the promising interaction concept.
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1 INTRODUCTION
As spatial interfaces grow in popularity through Virtual and Aug-
mented Reality (VR/AR), exploring novel ways in which users can
interact with these systems is important [Billinghurst et al. 2015].
Gestural interfaces controlled by free hands of the user are promis-
ing for natural interaction, as currently available in headsets (E.g.,
Meta Quest 2 or Microsoft Hololens 2). However, it also introduces
challenges. Prolonged use of gestures and hand pointing can lead
to a plethora of user interaction problems [Norman 2010] such
as physical fatigue [Jang et al. 2017], and robust tracking is often
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hindered when both hands are used close to each other such as in
the interaction with handheld menus.

This paper explores how a multi-modal approach combining
gestures and gaze can facilitate interaction with freehand-anchored
menus in VR. Multi-modal input is a popular approach where one
modality tends to compensate for the limitations of another [Nizam
et al. 2018]. For example, by offloading strenuous [Hincapié-Ramos
et al. 2014] and occasionally hard to track [Shah et al. 2012] manual
pointing to the user’s gaze and reserving the former for short and
discrete gestures that confirm the user’s intent (e.g., pinch to select
[Bowman and Wingrave 2001]). Interaction concepts such as Gaze
+ Pinch [Pfeuffer et al. 2017] and Pinpointing [Kytö et al. 2018]
exploit the strength of our eyes and hands in concert. For hand-
anchored menus, Pfeuffer et al. employed gaze and gesture to easily
select items without tracking issues as the hands do not overlap in
space [Pfeuffer et al. 2017, 2020]. However, the gaze input limits the
menu expressiveness, as only a few options can be supported as
of accuracy (compared to hand pointing), and gaze does not allow
for fine-grained manipulation of continuous parameters. Further, it
feels inefficient to still need both hands to interact with the menu,
when already using gaze to substitute one hand’s pointing task.

We propose a novel interaction concept called Look & Turn. It is
based on 1) gaze pointing for implicit acquisition of menu groups
and items, and 2) manual arm-turn and pinch gesture to navigate
the menu and manipulate parameters. The concept affords two
advantages. First, it is one-handed – the same hand that holds the
menu executes turn and pinch gesture for manipulation, leaving
the other hand completely free for other tasks. Second, it is highly
expressive, as multiple menu levels and continuous parameter con-
trol can be supported. To investigate the concept from ground up,
we first distilled a design space of menu design parameters and gaze
+ hand input vocabulary. Based on this, we designed three novel
interaction techniques that specifically exploit the novel concept.

One example is the BANGLES technique, as illustrated in Figure
1. Here the user draws with their dominant hand as common in
current VR design tools (a), but can change drawing parameters in
a novel way. Users hold up their non-dominant hand and gaze at a
submenu in form of one of the rings (b). By holding a pinch gesture
and turning the arm, the user manipulates a colour parameter (c). If
the desired setting is found, the user continues drawing operations
with their dominant hand (d). This provides the advantage that the
drawing hand can be kept at a user-preferred position, and can
immediately start after menu access. In our paper, we describe two
more techniques using the Look & Turn principle, and assess initial
user feedback in an informal evaluation.

In sum, we contribute (1) A design space of the interaction pos-
sibilities between manual and gaze controls and wrist and hand
menu placements, (2) three interaction techniques that derive from
our design space and illustrate several novel interactions between
the input modalities (i.e., gaze pointing and dwell, pinches, and
wrist rotations), and (3) a user evaluation that provides preliminary
feedback on the feasibility and trade-offs of the prototypes above.

2 RELATEDWORK
Gestural input and direct manipulation are natural means of inter-
action in VR [Hand 1997]. Users’ hands can be tracked using RGB

[Wang et al. 2020] or depth sensing cameras [Sharp et al. 2015], or
worn gloves [Mapes and Moshell 1995; Pierce et al. 1999; Weimer
and Ganapathy 1989]. The latter tends to be favoured when haptic
feedback is desired [Perret and Vander Poorten 2018], or when user
manipulations are expected to cause occlusions to optical tracking
[Shah et al. 2012]. Examples include the VPL DataGlove [Jacoby and
Ellis 1992], where different menus can be called upon by extending
a different number of fingers; or [Bowman and Wingrave 2001]’s
Pinch Gloves, where menu options are displayed in users’ fingers
and are selected via pinching the appropriate finger and the thumb.
Pinches between the little finger and thumb change the options
displayed in the remaining three fingers; while both hands are used
to enable two-level menus. [Piekarski and Thomas 2001] proposed
an approach to the latter using multi-level menus: touching the
palm of the hand with any finger returns the user to the main
menu.

Gaze input is popular for interaction, as it is innately hands-free
and is not reliant on explicit user commands [Pfeuffer et al. 2021],
and can enhance UI elements from buttons to virtual keyboards
[Rivu et al. 2020b, 2019] – an interaction style known as "non-
command-based" [Jacob 2003]. In VR, gaze pointing has been found
to be faster than traditional pointing – particularly for distant ob-
jects – and most users report preferring this approach [Tanriverdi
and Jacob 2000]. As a consequence, several research efforts have
investigated the use of gaze input for virtual menus. For example,
gaze-interactive menus in face-to-face conversations on people
[Rivu et al. 2020a], or see-through palettes to apply modes to 3D
objects [Mardanbegi et al. 2019]. [Pfeuffer et al. 2020] compared
five menu selection techniques in VR. Direct grab gesture was the
fastest, easiest, and preferred technique, but required the most phys-
ical exertion; while a purely hands-free approach using gaze-based
dwell time was the second fastest approach, but also most fatigu-
ing on the eyes. [Esteves et al. 2017] provides an example in AR,
where a spatial-based menu used smooth pursuits eye movements
to select menu options and access the menu’s sub-levels – while
looking away and back would return the user to the top or main
menu.

Multimodal input for selection and manipulation in virtual envi-
ronments is long established. Early work by [Bolt 1980] introduced
how the combination of hand pointing and speech can render vir-
tual object manipulation highly natural and expressive. Recent
work by Sidenmark et al. explored the use of gaze and head input
to enable interaction with radial menus in AR, where the alignment
of both pointing modalities enables selection of menu commands
[Sidenmark et al. 2021]. Closely related is the gaze and gesture
interface, that has been explored for desktop and environmental
interaction where hand gestures allow expressive manipulation of
the gaze-selected objects [Chatterjee et al. 2015; Hales et al. 2013].
In VR, [Pfeuffer et al. 2017] explored the Gaze + Pinch concept for
immersive 3D manipulations. In particular, introducing the Virtual
Eye-gaze Interaction Armband (VEIA) where a pinch gesture selects
the item being gazed at in a menu located in the user’s forearm or
palm. These approaches are popular as one modality compensates
for another’s limitations [Nizam et al. 2018]. Our work provides
a deeper look into hand-attached menus that users operate via
combined gaze pointing with wrist and hand gesture.
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Figure 2: Design space of interaction possibilities for hand and gaze based menus (rows describe dimensions, columns the var-
ious instances). It shows the many possibilities of creating gaze interfaces that emerge when creating arm-attached menus. It
can be used as an overview, and as well to draw out new interaction techniques. For example, we derived four novel techniques
that each provide a unique instantiation of the design space (as color coded).

3 DESIGN SPACE
A novel design space is proposed, intersecting menu UI design prop-
erties with the user’s input modalities of gaze and hand gestures (see
figure 2). The goal is to inform a VR interaction designer about the
possibilities to create advanced interaction techniques given such
input possibilities. All parts of the design space are informed by
prior work. To focus our work, the design space currently supports
the following properties:
• Menus with a hierarchy of two levels (i.e. top-level menu, and
detail-level submenus). This is particularly useful for design ap-
plications such as Google Tiltbrush, Microsoft Paint, or Adobe
Photoshop, e.g., when first selecting the colour palette submenu
and then selecting a colour in it, but in principle can generalise
to any two-level menu type.

• Menu systems spatially fixed at areas of the non-dominant hand;
to take advantage of the user’s proprioceptive senses in the body,
as humans are intuitively aware of the movement and location
of their body parts [Mine et al. 1997].

• Asymmetric division of labour between the hands. This adheres the
division of labour as advocated by Guiard [Guiard 1987], where
the non-dominant hand plays a supportive role for the other
hand, a principle implemented across many design tools (e.g.,
Google Tiltbrush), and research efforts [Pfeuffer et al. 2020]. Here
we explore a novel potential advantage for the user: using the
non-dominant hand (and gaze input) to both access and interact
with the menu. This leaves the other (dominant) hand completely
focused on drawing tasks and remain at a user-preferred position.
We now describe each design space dimension. The matrix rep-

resentation allows the designer to iterate over each component and

mark the cells to be used, as done with the prototypes presented in
this paper (coloured boxes).

3.1 Hand areas
For hand areas, the hand including forearm or wrist is listed first.
E.g., [Pfeuffer et al. 2017]’s VEIA menu is located on the user’s
forearm. The hand itself can be divided into its front (palm) and
back, where each side can become useful for a distinct interac-
tion metaphor such as opening and closing a menu [Bowman and
Wingrave 2001]. Next, the fingers are named, starting with the
thumb, and followed by the index, middle, ring and little finger.
[Bowman and Wingrave 2001]’s TULIP menu locates menu options
on the users’ fingers. Starting with hand areas can be beneficial
since not all hardware can address the individual fingers.

3.2 Interaction language
An important high-level consideration is how one integrates the
user’s hands and eye gaze into the menu interaction. How one can
invoke UI commands and selections can be defined by an interac-
tion language. We describe example primitives divided into each
modality, i.e. gestures triggered by the hand and head/eyes/gaze.

Head/Eyes. The user can trigger a reaction from the system
through eye and head based input mechanisms. Eye/gaze can be
used to select elements on which the user has focused, through
implementing a dwell time, eliminating the need for explicit com-
mands [Jacob 2003; Tanriverdi and Jacob 2000]. Other work has
suggested, aligning, shaking or nodding the head [Esteves et al.
2017; Sidenmark and Gellersen 2019].
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Gestures. Gestures must be 1) executed without problems, 2)
recognisable and distinguishable, and 3) chosen for the right context
[Jacoby and Ellis 1992]. Thus, we derive six gesture types. The user
can rotate her wrist, e.g., to open a menu or to get to another view.
[Bowman et al. 2002] use this gesture to interact with internal menu
items. Opening and closing the fist can also be used to confirm an
interaction. With the closed fist, objects can also be grabbed and
moved [Chatterjee et al. 2015; Jacoby and Ellis 1992]. But selecting
virtual objects can also be donewith individual fingers, e.g., pressing
the thumb and a finger to accomplish a pinch gesture. This creates
four possible pinch gestures on each hand to exploit for interaction
design [Bowman and Wingrave 2001; Piekarski and Thomas 2001;
Pierce et al. 1999]. Other gestures that can bemadewith one or more
fingers is swiping and tapping, similar to touch-enabled screens.
[Chatterjee et al. 2015] use a swipe gesture to choose between menu
items, and [Buchmann et al. 2004] use tap gestures on menu items
to adjust AR information.

3.3 Menu layout
As with the TULIP menus, an intuitive menu activation is to open
the hand, and use fingers for options in a submenu. This works
when the amount of options matches the amount of fingers. Next,
the Watch and Bangles menu layouts are related to "grid menus"
that are spatially fixed to the user’s hand or arm. Menus within the
hand’s location have been designed for controller-based interfaces,
where menu is attached to the controller (e.g., Google Tiltbrush
menus, or with [Pfeuffer et al. 2020]’s gaze-based handheld menus).
This can be intuitive as it is similar to holding a mobile phone in
one’s hand. Several prior works have exploited gaze for hands-free
interaction with smartwatch interfaces [Esteves et al. 2015; Wang
and Grossman 2020] – this metaphor can be explored in VR, and
potentially expanded to multiple virtual watch-like interfaces on
the user’s arm to support control of multiple menu levels.

4 GAZE & TURN INTERACTION
TECHNIQUES

We now describe example interaction techniques that emerge from
the design space. The first can be considered as a baseline as a fully
manual technique. The remaining three exploit the Look & Turn
principle. An overview about how the techniques map to the dimen-
sions of the design space is provided in Figure 2. Our interactions
are designed for a drawing scenario that involves many possible
menu items (e.g., colours, brushes and shapes), as inspired by the
literature [Billinghurst et al. 1997; Bowman and Wingrave 2001;
Pfeuffer et al. 2020]. We use four menu groups: colour, material,
shapes and thickness. Unity3d is used to develop the applications
on a Vive Pro Eye head-mounted display. Eye tracking is done with
Tobii XR SDK, hand tracking with the VRfree gloves from sensoryx
[Sensoryx AG 2019].

All of the examples share similarities and differences in how
atomic tasks are accomplished by the user. These include Pre-
selection, where users can "preliminary" select a sub-menu by point-
ing at it with their eyes. Pre-selection triggers visual feedback that
communicates to the user that a full selection can commence [Siden-
mark and Gellersen 2019; Sidenmark et al. 2021]. Next, selection
confirmation, to avoid the Midas Touch problem of eye-tracked

interfaces [Jacoby and Ellis 1992]. We include pinch gestures (touch
of both thumb and another finger) and dwell time, where users look
at a target for a specified time. Lastly, menu navigation, to navigate
from a high-level menu to a sub-menu (e.g., colour palette) to select
a particular mode (e.g., colour), by an explicit gesture (here the
Hand-turn gesture) or implicitly through the UI design when the
entire menu is directly visible.

FINGERS. This technique is a modification of the TULIP menus
[Bowman and Wingrave 2001], where each finger represents a
menu group that can be rapidly accessed by pinch gestures. To
select a menu item, first the menu group is selected in the main
menu with a pinch gesture with the respective finger (figure 3 -
step 1). The menu items of the sub-menu are then mapped to the
fingers and can be selected with a pinch gesture. To return from a
sub-menu to the main menu, a "spider-man gesture" is used where
middle and ring finger are brought to the palm (step 2). Figure 3a)
shows the main menu with the menu elements on the fingertips.
In b) we are already in the sub-menu for colour selection. Here a
pinch gesture is performed with the middle finger, which selects
the colour blue. Visual feedback is enabled by the border around
the menu element turns green. c) shows an example "spider-man
gesture".

WATCH+DWELL. This menu design embraces a layout that is
located at the user’s wrist. It allows users to rapidly engage the
hand and simply select by their eyes only. The top level of the
hierarchy is displayed on the outside of the wrist, the second layer
on the inside. All menu elements are selected with gaze (figure 3
- step 1). A dwell time of 1s based on [Penkar et al. 2012; Riegler
et al. 2020] is used for confirmation (step 2). A circular progress
indicator is used, i.e., a circle above the targeted element, which
fills up as long as the user keeps looking. To navigate between the
menu levels, a turn of the wrist is used (step 3). Figure 3a) shows
the main menu with the red circle filling up ahead of the colour
menu. So the user has gazed at that element and is now waiting
for the required dwell time. In b) the circle is full, so the dwell time
has been reached and the menu item is selected. The same applies
to the sub-menus. In c) you can see the material sub-menu. The
full red circle over one of the menu items indicates that the cloud
texture has been selected.

WATCH+PINCH. This technique is like WATCH+DWELL, but
uses a pinch gesture instead of dwell time for selection. Pinch can
be executed quickly and allows users to visually inspect a target
without invoking selections, but potentially adds another substep.
As visual feedback, a pinch icon can be seen above the sphere
(Figure 3a)) to indicate that this element is gazed at and what has to
be done next. Small cubes with the same symbol are also added to
the two required fingertips. In b) the icons turned red, you can see
that the fingers are getting closer. In c) the icon above the menu
item is hidden and the symbols on the fingertips are green. This
indicates that the sphere shape has been selected.

BANGLES. To reduce wrist rotations, this menu type uses rings
that each represents menu groups and that are directly accessed
without a need to navigate menu hierarchies. Gaze is used for the
pre-selection (figure 3 - step 1), followed by a pinch gesture for
confirmation (step 2). The dynamic sub groups options are then



Look & Turn: One-handed and Expressive Menu Interaction by Gaze and Arm Turns in VR ETRA ’22, June 8–11, 2022, Seattle, WA, USA

FI
N

G
ER

S
W

AT
C

H
+D

W
EL

L
W

AT
C

H
+P

IN
C

H
B

A
N

G
LE

S

Concepts Examples

a) Main menu b) Color selection c) Going back

a) Gazing at item b) Start pinching c) Item selected

a) Selecting static item b) Gazing at dyn. item c) Selecting dyn. item

a) Holding gaze b) Element selected c) Sub-menu on inside

1) Pinch

2) Back

1) Gaze

2) Pinch

3) Rotate

1) Gaze

2) Pinch

3) Rotate

1) Gaze

2) Dwell-time 3) Rotate

Figure 3: Overview over the explored interaction techniques

selected by a wrist rotation (step 3) – as long as the pinch gesture
persists. Figure 3a) shows an example of a static menu item with a
set of options. b) shows the second version with three colour rings,
including accommodate "Saturation" and "Value" of the HSV colour
space. The Hue-ring is selected with gaze, which can be seen by the
red border and pinch icon. In c) a pinch gesture has been carried
out and instead of the pinch symbol, a coloured ball can now be
seen above the still gaze-targeted colour ring. If the user now turns
her wrist while holding the pinch gesture, the colour of this ball
changes depending on this ring. As soon as the user stops the pinch
gesture, the colour of the ball is selected.

5 EVALUATION
We conducted an informal evaluation where users experienced the
different menu types. 7 users (6 male, 1 female) aged 39.7 years
(SD=12.28) of mixed background (students, non-CS employees) par-
ticipated. On a scale between 1 (no experience) to 5 (expert), users
rated themselves with low experience with VR (M=1.29, SD=0.49).
The procedure included: 1) introduction and calibrating of the hard-
ware; 2) learning the use of the drawing operations; and 3) perform-
ing a drawing task with each menu. In the task, users were drawing

clouds and spheres with different colours and textures, which im-
plied frequent use of the menu. The order of the menu systems has
been counterbalanced. The study took about 40 minutes, and we
collected verbal and written user feedback through a questionnaire
after each condition on usability. The questions in the forms are
based on the System Usability Scale (SUS) and NASA Task Load
Index (TLX).

In FINGERS, the gestures were clear to most of the participants
and some even found the gestures visibly good and had fun exe-
cuting them. But it was hard for some to bend the two required
fingers far enough for the back gesture to be recognised. Being able
to use all fingers was noted several times as a positive feature of
the technique.

With WATCH+DWELL, it was mentioned multiple times that
one would find it good not to need any further interaction and not
having to do anything but look. But there are also critical comments
regarding the more time-consuming dwell time. In addition to the
suggestion of a shortened dwell time, it was also noted that one
would pick something wrong relatively quickly if you aren’t looking
away fast enough. If one wants to take a moment to look at the
available menu options, it can be annoying that the selection of a
menu item starts immediately after gazing at it.
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With WATCH+PINCH, one study participant noted preferring
the pinch version over the dwell time version, since she does not
have to wait as long as compared to the dwell time. Two challenges
emerged from the user tests. First, the visual pinch symbols at-
tracted the user’s gaze. When looking at them, they lost focus on
the targeted menu item. This problem was amplified with poor
hand tracking, as the user cannot rely on the haptic feedback of
their fingertips and instead looked at the virtual hands to press the
virtual fingertips together to invoke pinch.

Half of participants agreed that BANGLES can be described as
easy to use, while others found it difficult to choose a colour here
and needed further instructions on how to use the colour ring.
The calibration caused difficulties, as the user has to keep the gaze
focused on the ring while holding the pinch gesture and rotating the
wrist. A poor hand/eye calibration of the used hardware strongly
affected the usability. Some participants were however positive of
the advanced menu options. It was appreciated that there is just
one hierarchical level, since this leads to a better overview. The
appearance was also highlighted positively since it would look
uniform.

6 DISCUSSION AND CONCLUSION
In this paper we explored Look & Turn interaction, by a design
space that exploits various user input modalities and menu config-
urations for parametric control in VR. We conceived three novel
menu techniques, each based on Look & Turn, that allow users to in-
teract with multi-level menu hierarchies. While our semi-informal
evaluation with a glove-based hand tracking system provided useful
early insights, several limitations need to be addressed before the
techniques presented can become a realistic alternative to current
menu interfaces.

The use of arm turns for menu navigation was viewed positively
by users. This is likely due to allowing for more coarse input than
the back gesture in FINGERS, which can require a more precise
gesture. Taken together with the fact that it enables users to cycle
through menus directly, the arm rotation was ultimately perceived
as "less strenuous". Further research is needed to explore how this
arm rotation can be accomplished eyes-free – a relevant aspect for
experienced or mobile users. It has several advantages, e.g., users
do not have to take their eyes off the drawn object. We observed
in the study that the gestures were always performed with eye
contact. Therefore, the question arises whether users would take
advantage of eyes-free input – further studies should take into ac-
count long-term usage and users’ eye-hand coordination. Another
venue for future work expands our design space towards the con-
text of mobile use, via Augmented or eXtended reality (AR, XR).
Parametric control during the use of these technologies could also
benefit from the techniques developed, e.g., adjusting the volume
of media playback or scrolling through a list of songs.

In our work we have focused on the design space and three
specific multimodal techniques that exploit fine-grained hand and
finger tracking coupled with gaze. This can be further explored, e.g.,
through optimising the amount of sub-tasks required to perform
menu commands. The BANGLES menu for example, could poten-
tially even be used without a pinch gesture. The act of focusing on
the arm-attached ring UI could represent the trigger. Furthermore,

it is important to perform systematic evaluations of the techniques
to assess the overall user performance and experience.
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