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ABSTRACT
We introduce the concept of Public Security User Interfaces as an
innovative approach to enhancing cybersecurity awareness and
promoting security behavior change among users in public spaces.
We envision these interfaces as dynamic platforms that leverage
interactive elements and contextual cues to deliver timely security
information and guidance to users. We identify four key objec-
tives: raising awareness, triggering actions, providing control, and
sparking conversation. Drawing upon Sasse et al.’s Security Learn-
ing Curve, we outline the stages for supporting users in adopting
new security-related routines into habits, encompassing knowledge,
concordance, self-efficacy, implementation, embedding, and secure
behavior. Insights from research on public displays and spontaneous
interactions inform the design of public security user interfaces
tailored to different environments and user groups. Furthermore,
we propose research questions pertaining to stakeholders, content,
user interface design, and effects on users and discuss challenges
as well as limitations. Introducing public security user interfaces to
bridge the gap between cybersecurity experts and lay users sets the
stage for future research and development in this emerging field.
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• Security and privacy→ Human and societal aspects of se-
curity and privacy; Usability in security and privacy;
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1 INTRODUCTION
We introduce the notion of Public Security User Interfaces and pro-
pose their exploration as a novel paradigm in security research.
Public user interfaces have received considerable attention from
the Human-Computer Interaction community for their ability to
support spontaneous, low-friction engagement [18]. Think about
a large display in a museum or shopping mall providing access to
an exhibition or store directory. Users can plan their visit without
needing to pull out the phone of their pocket and install an app first,
but it is available and easy to use as users are willing to engage.

To date, we see few such public user interfaces being applied in
security contexts despite many of their properties being a seemingly
good fit with users’ security behavior: for example, users generally
do not actively engage with security, while personal devices (smart-
phones, laptops) require users to access security resources (pull)
actively, public user interfaces can proactively deliver security con-
tent (push) [18]; moreover, public user interfaces can be (and often
already are) deployed in settings in which users are open to engage,
such as in a waiting situation, while commuting, or when willing
to be educated [6]; and they can easily deliver value to multiple
users, leveraging group dynamics [45].

The increased prevalence of cyber threats requires innovative
approaches to public security awareness. This paper advocates the
establishment of a public security user interface for providing infor-
mation and encouraging behavior change on security-related topics.
The novelty of this approach lies in its potential to reach diverse
populations in different public sectors and thus improve overall
cyber resilience. Unlike traditional methods, such as static posters
or individual notifications, public interfaces provide dynamic, real-
time information that can adapt to the context and needs of the
audience. For example, during peak hours, when there is a high
footfall, the interface can display brief, impactful messages to raise
awareness quickly. During quieter times, it can provide more de-
tailed guidance and instructions. The public interface can integrate
with existing security systems, such as surveillance and emergency
alerts, to provide both physical and digital security updates. For
instance, during a cybersecurity threat, the interface can instantly

1

https://orcid.org/0009-0004-9480-564X
https://orcid.org/0000-0002-5152-3077
https://orcid.org/0000-0002-4461-0551
https://orcid.org/0000-0001-8354-2195
https://doi.org/10.1145/3703465.3703470
https://doi.org/10.1145/3703465.3703470
https://doi.org/10.1145/3703465.3703470


NSPW ’24, September 16–19, 2024, Bedford, PA, USA Murtezaj, et al.

Figure 1: Our paper is centered around a research space for
public security user interfaces, demonstrating how security
behavior change can be supported using such interfaces.
Then, we sketch a design space to guide researchers and prac-
titioners aiming to create and deploy them. Furthermore, we
show thatmany still open research questions exist in the con-
text of the proposed paradigm. Our work is complemented by
reflecting on challenges researchers and practitioners may
encounter as they explore public security user interfaces.

broadcast alerts and guidance on protecting personal information
while coordinating with physical security measures if needed.

Those properties of public user interfaces suggest an unexplored
potential to address many open challenges in security research.
Such user interfaces can raise awareness of security issues in which
users are open to learning about them; they can spark discussion
about security among a group of users in front of the display, thus
supporting security becoming an integral part of their daily interac-
tions; or they can trigger immediate actions in opportune moments
and even provide active control over a security mechanism.

We provide a motivating scenario before briefly introducing re-
lated research. Afterwards, we lay out the concept of public security
user interfaces in more detail, demonstrating the potential for sup-
porting the habituation of secure user behavior and showcasing
how the research space supports this novel class of security user
interfaces. Then, we sketch a design space (for those interested in
building public security user interfaces), list research questions (for
those interested in exploring the concept in more depth) and finally
discuss several challenges of this novel paradigm (see Figure 1).

2 DEFINITION AND MOTIVATING SCENARIO
We define a Public Security User Interface as any type of interface
positioned in shared, non-personal areas that offers information or
the opportunity to interact with security-related topics.

Consider the following scenario: Kim, a student at Crestwood
University, begins her day with a visit to the university library. As
she walks through the park adjacent to the library, she notices a
prominent public display showcasing educational information and
campus news. The display catches her eye with a screenshot of a
suspicious phishing email circulated earlier that morning. Intrigued,
she reads the accompanying information about cybersecurity best
practices. Kim makes a mental note to stay vigilant about emails.

Kim decides to take a break in the afternoon after attending
classes and studying in the library. She heads to the city’s main
square, where a popular takeaway coffee station is located. A public

Figure 2: Illustrative Scenarios for Public Security User Inter-
faces. (a) The public security user interface alerts students of
potential tailgating situations, prompting proactive security
actions. (b) Students are informed about an email phishing
attack, promoting awareness and sparking discussion around
cyber threats. Images generated with DALL-E 3.

display nearby shows current news updates and community mes-
sages. Today, it highlights practical tips for identifying phishing
emails, which Kim finds relevant and timely given the morning’s
display at the park. Additionally, the display includes a segment
on the importance of secure entry points. While waiting for her
coffee, she discusses the importance of cybersecurity awareness on
campus with Steven, a fellow student from her classes.

Later, Kim heads to the access-protected laboratory, where she
conducts her research. The lab has valuable equipment and sensitive
data, and entry is restricted to authorized personnel only. As Kim
approaches the lab’s entrance, she recalls the morning’s lesson
about tailgating and the importance of secure entry points. The
lab’s access system requires swiping her university ID card, which
is monitored by security cameras to prevent unauthorized access.

As she swipes her card, the system detects someone closely fol-
lowing behind her (see Figure 2–left) and automatically prompts
the person to provide their ID as well, highlighting the dangers of
tailgating. The individual turns out to be Dr. Anderson, one of the
leading researchers in her department. Dr. Anderson appreciates
the system’s vigilance and explains to Kim how such measures
help prevent tailgating. They discuss the importance of maintain-
ing strict access controls to safeguard their research projects from
potential threats.

After settling in the lab, Kim runs into John (see Figure 2–right),
an exceptional student known for his knowledge of cybersecurity.
They talk about their day, and John mentions how he spotted the
phishing email earlier via the university’s distribution mail system.
He credits the university’s proactive cybersecurity measures, which
he often reads about on the public displays around campus. They
discuss strategies for secure online behavior, including the use of
password managers and careful scrutiny of email links.

3 BACKGROUND AND RELATEDWORK
We introduce research relevant to the proposed paradigm, specifi-
cally, interaction in public spaces and the security learning curve.

3.1 Interaction in Public Space
Research on interactive technology for deployment in public spaces
began in the 1990s when small LCD displays became available. The
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first applications were interactive door signs, cf. the Hermes door
displays [13] for office doors and the RoomWizzard for meeting
rooms [46]. As displays grew in size, the focus shifted towards
communal areas in the workplace, where screens were used to
publish news stories [34] or share photos [30]. Soon thereafter, re-
searchers reflected on more suitable locations, identifying kitchens,
foyers, and hallways as places where users would likely engage [15].
Furthermore, displays allowing users to post content (e.g., Com-
muntyWall [29]) were explored. The observation that many people
engaged with such displays motivate their potential for security.

Another aspect attracting researchers’ attention at that time was
targeting content towards users and their interests. One example
was the Aware Community Portal [52] at MIT. This capability is
highly relevant in security as well, as users strongly differ in their
interest in the topic and their prior knowledge.

In the mid-2000s, research on interactive technology in public
spaces started to focus on promoting social interaction. For example,
the GroupCast system [40] was specifically designed to spark con-
versations among colleagues. Similarly, systems like Sparks [14]
and Ticket2Talk [41] were designed to encourage conversations at
conferences. CoCollage [25] was deployed in a community-oriented
cafe to support awareness and face-to-face interaction. We believe
that, similarly, public displays can be used to make users talk about
security topics.

The late 2000s saw larger, long-living deployments of displays,
like the UBI-hostpot network, consisting of 12 displays installed
across the city of Oulu, Finland [33]. Similarly, the e-Campus system
deployed several displays across the campus of Lancaster University
for many years [27]. Communities established themselves around
those displays, which we envision to happen also around security-
oriented networks installed in organizations.

The research community explored different (future) applications
supported by deploying technology in public space relevant to the
proposed paradigm. For example, Davies et al. [20] proposed using
public displays to support behavior change (e.g., increasing fitness
among school children through a walk-to-school program), seek-
ing support in emergency situations, and providing personalized
information. While cybersecurity was not a major focus of research
during that time, its potential becomes apparent when we consider
situations like phishing attacks aimed at multiple employees, where
targeted education of individuals about cybersecurity and providing
support as people try to habituate cybersecurity behavior would
be very beneficial.

In the 2010s, much research has explored how user engagement
with public user interfaces can be measured and supported. To
this end, researchers created several behavioral models. Those can
be used during the design and setup to guide users from becom-
ing mere passersby to people interacting, as well as to measure
the displays’ effectiveness. Mueller et al. [44] present the audience
funnel, which builds upon the Public Interaction Flow Model [10]
and focuses on observable audience behavior. It consists of sev-
eral interaction phases: passing by, viewing and reacting, subtle
interaction, direct interaction, multiple interactions, and follow-up
actions. Between the different phases, certain thresholds exist that
need to be overcome to enter the next phase. To overcome the first
threshold and transition from ‘passing by’ to ‘viewing and reacting’,

the passerby’s attention must be captured. To overcome the sec-
ond threshold and move on to ‘subtle interaction’, the onlooker’s
curiosity must be piqued. Subsequent thresholds can be overcome
by motivation. The strength of this model is that it can be used to
calculate conversion rates and thus provide a measure of success
for public display content or applications.

Interactions with public security user interfaces are typically
spontaneous, opportunistic, and voluntary. Individuals need to be
aware of the interfaces and their interactivity. They may poten-
tially require convincing from the system itself to engage with
them [44]. People gathered in front of the public security inter-
face would naturally collaborate and discuss the content displayed
[12]. The type of interaction between the user interface and an
individual or group can vary depending on the environment. In
environments such as companies or educational institutions (uni-
versities or schools), where individuals know each other, group
formation tends to occur more quickly than in public environments
with strangers [42]. This insight could be used in the system’s de-
sign to increase acceptance. Insights from the advertising industry
offer valuable strategies for maximizing public engagement with
public security interfaces. Techniques such as targeted messaging,
emotional appeal, and visual design can enhance public interest and
engagement. Governmental campaigns, like military recruitment
drives or public health initiatives, demonstrate effective ways of
communicating complex topics in an accessible, appealing manner.
Applying these methods can help make cybersecurity topics, such
as privacy and secure behavior, more relatable to the public.

While traditional methods such as email campaigns, workplace
online training, and social media are effective for disseminating
information, there are unique advantages to using public interfaces:

Spontaneous Situations and Pushed Information Public in-
terfaces engage users in spontaneous situations by pushing
information directly to them, eliminating the need for users
to actively seek out or pull information [5, 10].

Immediate Visibility and Contextual Relevance Public in-
terfaces can provide contextually relevant information tai-
lored to the specific location and situation, making the inter-
action more impactful.

Non-Disruptive Interaction Public interfaces allow the dis-
semination of information without disrupting the users.

No Need for Additional Devices or Apps Users do not need
to take out their phones or install any apps to receive infor-
mation from public displays. This convenience is a signif-
icant advantage over other methods, making information
accessible and immediate.

Real-Time Updates and Broad Reach Public interfaces can
reach a broader audience, including those who might not be
engaged with digital communication channels.

3.2 Security-Related Behavior Change
Public displays might lend themselves to providing information
and encouragement to change security-related behaviors. Behavior
change is notoriously challenging and often depends on strong
internal motivation from the person changing their behavior and
routines. The behavior of an individual can be significantly affected
by the presence of others. The actions and expectations of those
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around them can strongly dictate an individual’s response to vari-
ous situations [38]. While a general discussion of behavior change
is out of scope for the present paper, we want to highlight a re-
cent framework summarizing security-related behavior change in
organizational settings. To support employees in adopting new
security-related routines, Sasse et al. [51] presented the security
learning curve, a theory describing the factors required to support
employees in behavior change.

The security learning curve consists of 9 stages, out of which
traditional security measures in the form of security awareness
education and training usually only cover the basic four. Beyond
ensuring secure behavior is feasible (i.e., security policies can be
followed and do not noticeably reduce productivity), those stages
include sensitizing (what is the risk?), understanding (why is it a
risk?), and information (how can the risk be mitigated?).

The following stages are particularly interesting, as they usually
receive much less attention upon implementing measures and can
be supported through public security user interfaces.

Concordance refers to users committing to a certain behavior
and supporting them in doing so. It is known from other areas
(e.g., health and well-being) that behavior change is only
likely to happen as users really do want to change behavior.
Here, it is particularly important to capture cases in which,
despite users’ general willingness, they do not succeed. For
example, change usually requires time, but users will find
excuses for not even trying if such time is not provided.

Self-efficacy refers to users having confidence in their ability
to succeed. Several approaches exist to achieve this. Most
importantly, self-efficacy increases as users have a positive
experience (mastery experience) or observe others succeed
with similar skills (vicarious experience) [7].

Implementation entails removing triggers to the old insecure
behavior to avoid people falling back into existing routines.

Embedding refers to repeating the new, secure behavior to
become automated. This includes applying techniques, such
as intentional forgetting, by getting rid of stimuli (sensory,
routine-related, space/time-related) hinting at old behavior.

Secure behavior has finally become routine. In this stage, re-
wards can be considered for those who have managed the
transition (and sanctions for those who won’t).

3.3 Summary
Our review suggests a strong potential at the intersection of re-
search on interaction in public space and IT security-related be-
havior change. Prior research has shown that making users engage
with public displays is challenging, and so is making users engage
with security. We believe that through the combination of knowl-
edge from both fields, more effective security user interfaces can be
built that make security an integral part of users’ everyday lives.

4 A RESEARCH SPACE FOR PUBLIC
SECURITY USER INTERFACES

In the following, we sketch a research space for public security user
interfaces structured along two dimensions, illustrated in Figure 3.
Firstly, we will introduce four objectives of human-centered secu-
rity research that we believe can particularly benefit from public

interfaces. Secondly, we reflect on the stages of the security learning
curve that public security user interfaces can support.

4.1 Objectives
We see the particular strength of public security user interfaces in
four objectives. We do not consider this a comprehensive list of
what can possibly be achieved by those interfaces, but they illustrate
how such interfaces can support security research.

4.1.1 Creating Awareness. An inherent challenge in security is that
users are often unaware of how their behavior puts them at risk [49].
Many reasons exist for this. Threats in the digital world are often
difficult to perceive, attack vectors are complex and challenging to
understand, and users struggle to assess how likely threats are.

One example is password reuse. Users generally understand the
risk of attackers guessing simple passwords. In response, they often
create complex, stronger passwords. However, because these are
harder to remember, they end up reusing the same passwords across
several accounts [17]. This poses a more difficult-to-understand risk
for users, so-called credential stuffing attacks, resulting from a lack
of awareness of how attackers exploit password-reuse behavior.
As database breaches, attackers use bots to try out the credentials
obtained on many websites, and as a result, each account protected
with the same credentials is at risk.

Making users aware of such issues or addressing misconceptions
is challenging as users are unlikely to look for such information
actively. At the same time, public interfaces can deliver such knowl-
edge in opportune moments (e.g., when users are in a waiting
situation or other situations in which they are killing time).

Creating awareness does not come without challenges. Informa-
tion needs to be conveyed concisely. Today, explanations are often
textual, but reading text is very often unengaging. Public security
interfaces can address this by using different kinds of media (for
example, videos or sketches that explain a security-related topic in
an entertaining yet understandable way. Another challenge is con-
sidering user’s prior knowledge. For example, explaining to a user
that checking the URL in an email could help identify a phishing
email only makes sense after the user understands what a URL is
and what the term ‘phishing’ relates to. This can be addressed in
multiple ways. One approach could be to find a way of monitoring
users’ state of knowledge. However, this would require identify-
ing users in front of the interface. Another approach would be
to identify challenges in understanding certain terminology from
physiological data. For example, eye gaze data has been shown
to reveal situations in which users struggle to understand text, in
particular terms unknown to them [50].

4.1.2 Triggering Actions. Another objective is to trigger security-
related actions, making users perform a security task. One example
could be installing security updates (for the operating system, the
browser, or other software). A common challenge with this is that
requests for updates often interfere with users’ work, i.e., they
are usually requested to perform the update when this would re-
quire interrupting what they are currently doing [54]. Furthermore,
judging the importance of performing the update is often difficult.

Public security user interfaces can support such security actions
in several ways. Firstly, users often encounter them when they are
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Figure 3: Research Space of Public Security User Interfaces along two dimensions: Objectives and Stages of the Security Learning
Curve. This conceptual framework can guide the design, implementation, and evaluation of public security user interfaces by
providing a structured approach to address key objectives along the different stages of the security learning curve.

not actively performing a task using their computer. As a result,
this encounter provides an opportune moment to approach users
with the suggestion to now perform the security task. For example,
as a public security user interface makes users aware of the need
for an update at the coffee machine, they could dedicate the first 3
minutes after returning to their work desk for the update. Another
opportunity is to provide a reason for the requested update. Often,
security updates result from discovering a weakness in the software
(e.g., a zero-day exploit). In this case, providing users with some
background information could serve as an additional motivating
factor. Finally, it might be possible to monitor actions on an or-
ganizational level and use this information as a nudge to trigger
action. Consider a public user interface conveying the percentage
of employees that have already taken a certain action (for example,
using email encryption, installing the latest security update, etc.).

Again, this objective comes with challenges. It is an open ques-
tion of how to achieve high conversion rates resulting from the
need to switch the device (e.g., perceiving the trigger on a display at
the coffee machine but then performing the action on the working
desk). Users might quickly forget about the intention after their
return. Research could look into mechanisms that support such
conversions. Researchers might also look at particularly suitable
actions. For example, performing a security task for/on the smart-
phone might lead to high conversion rates. Consider a display in a
subway station that suggests a security task that can be performed
during the five minutes before the next train arrives.

4.1.3 Providing Control. Closely related to the previous objective,
public security user interfaces can be designed not just to trigger
actions but to enable users to perform certain security tasks directly
using the interface. For example, the public interface might provide
a means to initiate an update at the workplace through a simple
click on the screen. Or, the user might be able to lock their desktop
from the public interface if they have not done so.

A challenge might be that such control mechanisms could be
complex to implement. For example, triggering a remote action
would require identifying the user, e.g., through swiping a badge.

4.1.4 Sparking Conversation. Finally, a powerful objective is sup-
porting cybersecurity discussion. While humans often report on

security-related incidents from the real world (e.g., having been
pickpocketed during a short weekend trip or burglars having broken
into the neighbor’s house), cybersecurity is rarely the topic of daily
conversations [2]. Public security user interfaces can provide con-
versation starters, for example, in the form of thought-provoking or
fun facts in situations where groups of people are near the interface.
As a result, cybersecurity can be supported by becoming a more
integral part of everyday life, leading to a generally higher level of
awareness, knowledge, and willingness to engage.

4.2 Stages in the Learning Curve
We explain how the different stages1 in the security learning curve
can benefit from using public security user interfaces, thus support-
ing the aforementioned objectives. To recap, the objective of the
security learning curve is to support secure behavior habituation.

4.2.1 Knowledge. The basis for the habituation of secure behavior
is that users understand the reasons and need for such behavior.
Traditionally, employees are often required to perform security
tasks (e.g., participating in cyberawareness training) without much
reasoning for why this is done beyond the very general argument
that the company needs to protect itself from cyberattacks. With
public security user interfaces, a much more detailed picture of
why certain behavior is helpful and how specifically it reduces the
risk of attacks can be drawn. This is highly motivating and likely
increases users’ willingness to engage in certain security behavior,
even though it creates additional effort for them [1]. Again, we see
the strength of public security user interfaces in their ability to
provide such knowledge in opportune moments and deliver such
knowledge in a push manner (as opposed to users being required
to actively look for such information, which they usually only do
as they are required to, e.g., being asked to look at training material
and having to take a quiz/exam on it afterwards).

4.2.2 Concordance. Prescribing behavior is much less likely to re-
sult in sustained behavior change than cases in which users commit
to changing their behavior [51]. Think about eating healthier or

1We subsume the first four stages of the original security learning curve under knowl-
edge, as explanations of the risk and how to protect oneself are closely related.
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exercising more: if prescribed by a doctor, it is unlikely that users
will really change their behavior unless they want to [21].

Security behavior change is much more likely to happen as users
commit to this change. Yet, it is currently an open question as to
how this can be supported. Public security user interfaces can here
provide means to increase their willingness to commit, remind them
about this commitment, and, very importantly, to also provide them
an opportunity to critically reflect on their progress and take action
in cases in which they do not succeed.

A public security user interface could propose a certain behavior
to focus on for some weeks and make people sign up to change
their behavior. It could then provide reminders about the behav-
ior, propose strategies of how to best implement it, and provide a
mechanism that allows users to track their progress and point out
reasons for which they do or do not succeed.

4.2.3 Self-Efficacy. Even when people know how to complete an
action, they often do not put their knowledge into practice. One
reason is that people’s judgment of their capabilities (self-efficacy)
affects their motivation and behavior [7].

Public security user interfaces could create so-called vicarious
experiences by conveying the success of others: the number of
current passwordmanager users within the company or department
could be displayed to motivate users also to start using it.

The challenge hereby is creating those vicarious experiences
with as little effort as possible required by the user. The question
here is how successful behavior can be automatically assessed and
conveyed in an easy-to-understand and motivating manner.

4.2.4 Implementation. Secure behavior often requires effort to im-
plement it. This can involve various steps, such as installing security
software, setting up authentication mechanisms, or configuring pri-
vacy settings. Public security user interfaces can streamline the
implementation process by providing clear and easy-to-follow in-
structions, step-by-step guides, and automated tools where possible,
guiding and supporting users in adopting secure behaviors.

4.2.5 Embedding. Once secure behaviors are implemented, it is
important to ensure they become integrated into daily routines
and the organization’s or community’s culture. Embedding security
practices into existing workflows and processes helps reinforce
their importance and ensures long-term adherence. Public security
user interfaces can support embedding by promoting continuous
reinforcement of security principles through reminders, notifica-
tions, and integration with other tools and systems already in place.
Fostering a culture of accountability and recognition for security-
conscious behavior can further enhance embedding efforts.

4.2.6 Secure Behavior. As secure behavior has become routine,
mechanisms can be implemented to reward successful behavior
change and motivate others to do the same (e.g., establishing a
‘cybersecurity champion’ network [3]). Public security interfaces
can support rewarding, for example, by conveying employees or
departments that were successful in implementing the behavior.

4.3 Using the Research Space
Consider a company that wants to introduce a password manager
for voluntary use by the employees. We discuss how, for this use

case, public security user interfaces can support the process and
increase employee uptake and adoption.

The organization ‘WillSicher’ is about to introduce a password
manager. Hereby, the organization seeks to make passwords more
usable and secure for their employees. Security is thought to be
enhanced by (1) making users choose stronger passwords and not
reuse passwords, primarily through the integrated password gener-
ator; (2) supporting users in getting rid of their previously created
weak passwords; and (3) using the password managers to fill in
password fields to prevent phishing. Usability is thought to be in-
creased by eliminating the need for users to come up with and
remember strong passwords and speeding up the authentication
process through passwords being entered automatically. To support
this process uptake and use by their employees, the introduction is
accompanied by deploying public security user interfaces.

In the initial step, the organization seeks to raise awareness and
create an understanding of what a password manager is useful
for, pointing out the advantages to the user. In the initial step, the
organization raises awareness of the password manager’s purpose
and advantages for users. At the same time, users’ misconceptions
and concerns are being addressed. To this end, displays deployed
in public areas of the organization provide brief videos and comics
introducing the password manager. These are easy and quick to
perceive by employees as they cue for lunch, have a break, or wait
for the elevator. The videos explain the common issues with easy-
to-remember passwords and the reuse of passwords. Furthermore,
it explains the password manager as the equivalent of a list of login
names and passwords locked away in a safe. After providing these
fundamentals, in the following weeks, it also points out some more
specific features, such as the availability of the password manager
for different devices and applications, the ability to automatically
generate passwords, and how using the password manager to fill
out password forms automatically protects users from phishing
attacks. Steven realizes that the password manager has become a
prominent topic among employees and sparked curiosity towards
its release.

A week later, the availability of the password manager is an-
nounced via different communication channels, among them the
public screens. The displays allow employees to have the link to
download the password manager sent to their company email ad-
dress by simply swiping the organization badge at the NFC reader
next to the display. Along with the link, employees are asked
whether they want to actively commit to using the password man-
ager and receive active support (illustrated in Figure 4). Initially
hesitant, Steven reads on the displays that already about 40% of
the organization’s employees had already committed to using the
password manager. ‘Cannot hurt to try it!’, he thinks. Swiping his
badge, the display shows him a brief and concise description of
what he is committing to: first, he would get all his passwords en-
tered into the password manager; second, he would, every time he
signs up, use the password manager to generate a strong password
and store it; third he would use the password manager each time
he authenticates; and fourth, over time, he would update all his
weak passwords. The display asks Steven to confirm with his sig-
nature and then sends the link to an online platform to Steven’s
email address. The platform provides additional information on
the different steps, and Steven can ask questions if he gets stuck.
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His colleague Laura sees him as he signs up. They have a brief
chat, and as a result, Laura decides to sign up. ‘Bet I will have all
my passwords in the password manager faster than you!’ Before
they leave, the display suggests a strategy to get their passwords
entered into the password manager, specifically suggesting setting
two hours of working time aside for this task.

Two days later, Linda, responsible for in-organization mail deliv-
ery, walks up to Steven’s desk and hands him over a small package.
‘I know what it is’, she says with a smile. ‘It’s a super cute get-rid-
of-your-old-passwords squirrel with a small integrated display, my
colleague also got one and put it on her desk. Whenever you access
a website for which you are still using a password you should not,
it will remind you to change it using your password manager. You
can simply tip on its head, and your browser will take you to the
site where you can update your password. I think they do it with a
browser plugin.’ ‘That’s a cool idea - don’t you also want one?’ ‘I
just signed up this morning’, Linda replies. ‘Can’t wait to get it.’

Two days later, as Steven stands in the coffee kitchen, he notices
a message on the display prompting him about his progress with
transferring his passwords. ‘I’ve got too much on my plate right
now,’ he thinks. Then, he spots a button on the display labeled
‘Struggling to transfer your passwords?’ Intrigued, he clicks it. The
display presents a form, asking Steven to explain why he’s encoun-
tering difficulties. ‘Too much work, don’t find time’ he types. His
colleague Mark observes him. ‘I also wrote a message last week. I
switched to the Brave browser recently, and the password manager
is unavailable for it. I got a reply just the other day that the plugin
is now available, so I installed it right away’.

At the team meeting two days later, Stevens’s manager an-
nounces that the planned strategy meeting for Friday was called off.
‘Everybody seems excited about the password manager but strug-
gles initially to find the time to set it up. We discussed this with the
CIO. Each team manager agreed to provide time for this explicitly.
Let’s get all our password managers up and running Friday!’

In Appendix A, we populate the table in Figure 3, illustrating
how the objectives are targeted with the use of the public security
user interface along the security learning curve for this scenario.

4.4 Summary
We laid out the proposed concept and used the scenario to demon-
strate how a security measure in an organization as a semi-public
place could benefit from it. In the following, we focus on how prac-
titioners and researchers can benefit from and contribute to this
novel line of research. In Section 5, we will sketch a design space,
demonstrating how practitioners and researchers can design pub-
lic security interfaces. In Section 6, we will provide some starting
points for future research in this area. Section 7 reflects on some
challenges we encountered while engaging with this novel concept.

5 DESIGN SPACE
We sketch a design space for public security interfaces aimed to
guide designers and practitioners as they conceptualize and imple-
ment future applications. Design spaces not only provide a struc-
tured approach and a common vocabulary to compare and discuss
different interface designs but also facilitate communication among

Figure 4: Public Security User Interface Supporting Password
Manager Adoption. The interface facilitates adopting a pass-
word manager within an organization by guiding employees
with information and interactive features (e.g., active com-
mitment and support). Image generated with DALL-E 3.

diverse stakeholders such as security experts, developers, and end-
users. Similar frameworks have proven useful in various domains of
HCI research, e.g., public displays [44] and Automotive UIs [32, 35]
as well as in privacy research, for example, the design of privacy
notices [53]. Drawing upon them, we identify the following key
dimensions of our design space of public security user interfaces:
user, content, interaction, technology, and context (see Figure 5). By
envisioning public security user interfaces as dynamic, interactive
tools that use contextual information, we seek to push the bound-
aries of current thinking and challenge traditional security models.
While the design space is not exhaustive and remains to evolve
alongside the technology and the research area itself, it provides a
foundation for collaboration and informed decision-making in the
design of public security user interfaces.

5.1 User
With regard to the user, we distinguish the mode (i.e. whether the
display is for use by a single or multiple users) and the relationshiop
between the user interacting as well as the bystanders.

User Mode Depending on the purpose, size, and context, pub-
lic security user interfaces can be actively used by one person
exclusively (single user) or by several persons (multi-user).

Bystander Public security user interfaces can be designed to
not only support active users but also bystanders. Previous
research indicates that people are more inclined to talk about
privacy and security with people in their social circle [28].
Hence, the design might differ based on the relationship
between user(s) and bystanders (acquaintances or strangers).
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Figure 5: Design Space of Public Security User Interfaces

To ensure inclusivity, these interfaces must be designed to accom-
modate users with diverse abilities, including those with visual,
auditory, or cognitive impairments. The specific medium for deliv-
ering content to users will be discussed further in the next section.

5.2 Content
Regarding the content, we distinguish the medium on which it is
displayed as well as whether and if so, how the content is adapted.

5.2.1 Medium. Public security user interfaces can use text to con-
vey important security messages, guidelines, and instructions to
users, that they can read at their own pace. Images such as diagrams,
infographics, and illustrations can enhance understanding and re-
tention of security-related information. The content could also
include engaging videos, comics [37], and games [16, 39] to capture
users’ attention while illustrating security concepts, demonstrating
security procedures, or showcasing real-world scenarios. Audio ele-
ments can complement visual information, provide auditory alerts
for security notifications, and enhance display accessibility.

5.2.2 Adaptability. The content on the public security user inter-
face can be adapted according to the user demographics, encom-
passing factors such as occupation, age, familiarity with security
topics etc., to enhance its effectiveness. Moreover, the content can
be tailored to the location where the interface is deployed (e.g., pro-
viding information about tailgating at main entrances), and the time
(e.g., prompting employees to log off before leaving the workplace
during lunchtime). Event-based adaptability enables responses to
situational factors or security threats, such as an ongoing phishing
attack. To ensure accuracy and relevance, public security user inter-
faces require a dedicated content management system to oversee
regular updates and prevent misinformation. A verification pro-
cess for content creation and dissemination would help maintain
consistency across platforms.

5.3 Interaction
Interactive user interfaces differ from non-interactive counterparts
primarily in the level of participation they invoke from viewers.
Interactive screens allow users to actively engage with the content
by touching, gesturing, or using other interactive input methods. In
contrast, on non-interactive screens, the content is displayed stati-
cally without any interaction with the user being possible. Viewers
of non-interactive screens usually passively absorb the information
displayed without actively engaging with it. According to Veenstra
et al. [55] the introduction of interactive features has a significant
impact on audience engagement with public user interfaces.

In considering the design of these interfaces, it is essential to
address the principles of persuasive design. While nudging users
towards better security practices can be beneficial, we must dif-
ferentiate approaches from overly persuasive techniques that may
exploit psychological vulnerabilities [26]. Careful consideration
should be given to how we measure user engagement and ensure
that the methods align with the best interests of users, promoting
genuine understanding and adoption of security practices.

5.3.1 Input Modality. Public security user interfaces can integrate
various input modalities to enhance user interaction and control
[6]. Touch lets users directly interact with the interface by tapping,
swiping, or pinching on touch-sensitive screens, facilitating intu-
itive navigation and control. Gestures provide an alternative input
modality, allowing users to control the interface through hand
movements or gestures, such as waving or pointing, to trigger ac-
tions or navigate security features. Gaze interaction allows users to
interact with the interface using eye movements or gaze direction.
By tracking the user’s gaze, the interface can detect where the user
is looking and respond accordingly, enabling hands-free interaction
[36]. Speech interaction can be integrated into public security user
interfaces, enabling users to interact with the interface using voice
commands or spoken input to perform tasks, retrieve information,
or initiate security actions.
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5.3.2 Output Modality. Public security user interfaces can employ
various output modalities to convey information or provide feed-
back to users. Visual output displays information through graphical
elements, text, and icons, offering users visual cues and feedback.
Haptic/tactile output involves tactile feedback, such as vibrations
or tactile patterns, to alert users to security events or notifications,
enhancing their awareness through touch sensation. Auditory out-
put utilizes sound cues, tones, or spoken messages to deliver alerts
and notifications. Olfactory output, although less common, could
potentially be used to convey certain security-related cues, alert
users, or promote secure behavior using scents [23].

5.3.3 Initiation. The user or the system can initiate the interaction
with the public security user interface [4]. User-initiated interfaces
require users to actively initiate the interaction, typically through
explicit input such as tapping on a screen, speaking a command, or
performing a gesture [56]. For example, a public user interface in a
shopping center might offer interactive quizzes or games to educate
users about security best practices, with users having to touch
the display to start the interaction. In contrast, system-initiated
interfaces trigger interaction autonomously based on predefined
conditions or events, prompting users to engage without direct user
input. For instance, a public security user interface in a museum
might periodically change its content or display animations to
attract the attention of passersby, encouraging them to interact, or
it might show content upon users approaching (potentially even
personalized in case the public user interface can identify the user
in front of it).

5.4 Technology
A variety of technologies can serve as the basis for public security
user interfaces. We distinguish display properties, devices, and
means for users to connect to the public security user interface.

5.4.1 Display Properties. The size of graphical elements within
security user interfaces influences their prominence and visibility.
By strategically displaying important security indicators in larger
sizes, designers can effectively draw users’ attention and emphasise
their significance. Varying the size of graphical elements allows
for the creation of a visual hierarchy, guiding users’ focus towards
key security information. Furthermore, the resolution of the display
determines the clarity and detail of the content presented, with
higher resolutions allowing for sharper images and text. Brightness
plays and important role in ensuring visibility and legibility of the
content, especially in different lighting conditions.

5.4.2 Device. Public security user interfaces could be implemented
using different devices. (Touch) Screens can be attached towalls or in-
tegrated into stands. The advantage is that the technology is widely
available at low prices. They support different means of interaction,
the most popular being touch capability, which is mostly integrated
with the screen. Projectors are suitable for larger surfaces and allow
for interfaces that can be widely viewed, approaching various peo-
ple. Tabletops, that is, tables with an integrated display, often using
touch functionality, are often found in education-centric environ-
ments, such as museums or schools. People can gather around the
table, creating a need to make content perceivable from different

perspectives while supporting settings well-suited for collabora-
tion. Devices can also be tangibles, for example, small objects for
placement on tables [22]. These can come with integrated sensing
and actuation technology. Their advantage is that they are usually
good at capturing attention, and they can serve as reminders. An
example is the squirrel from the motivating scenario that served
as a mascot for the password manager campaign. Finally, public
security interfaces can be wearables. A well-known example from
research is the BubbleBadge [24], a badge users can wear attached
to their shirts and which can show short text messages. It could
serve as a conversation starter or identify users as willing to help
others with security tasks.

5.4.3 Connectivity. Enabling connectivity is important for extend-
ing the support of public security user interfaces beyond the imme-
diate engagement with the interface itself. By allowing connectivity
with other devices in users’ ecosystems, the interaction can seam-
lessly transition to the user’s private device, where security tasks
can be executed. For instance, e-mail connectivity can facilitate the
distribution of security updates and notifications directly to users’
email accounts, ensuring widespread dissemination. In-app tutori-
als can offer comprehensive guidance for users requiring detailed
instructions, empowering them to adopt security best practices at
their own pace, whether they are on the go or have spare time.
Alerts and notifications can promptly notify users of suspicious
activities or breaches, or serve as proactive reminders to take rec-
ommended security actions. Additionally, printout functionality can
enable users to generate hard copies of security-related documents
for offline reference or sharing, ensuring seamless communication
and engagement.

5.5 Context
Public security user interface can be situated in different environ-
ments and it may change over time. This can affect its visibility
and, therefore, its effectiveness at attracting user engagement. The
proximity of screens to the main trajectory in public spaces corre-
lates strongly with user activity [48]. Screens in darker areas attract
more attention due to their brightness, which leads to higher en-
gagement. The effectiveness of outdoor displays is influenced by
sunlight, which varies depending on the position, location, and
time of day of the public user interface. Large user interfaces reach
a captive audience, especially on escalators and in elevators, while
grabbing the attention of those around them. The goals and suc-
cess metrics for public security interfaces vary between corporate
and public spaces. In public settings, success may be gauged by
community engagement or awareness metrics, while in corporate
environments, compliance and adherence to specific security pro-
tocols may serve as indicators.

5.5.1 Environment. In workplace environments, public security
user interfaces can communicate important security protocols, pro-
cedures, and measures to employees. Positioned strategically in
common areas like lobbies and break rooms, these interfaces pro-
vide real-time updates on potential cyber threats, security breaches,
and contact information for IT security personnel. They also raise
awareness of cybersecurity best practices and policies to prevent
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data breaches, phishing attacks, and unauthorized access to sen-
sitive data, ensuring that employees remain informed to protect
the organization’s assets and data. Transportation hubs like train
stations, bus terminals, and airports can also benefit from pub-
lic security user interfaces. These interfaces may inform travelers
about common cyber threats, such as vulnerabilities in wireless
networks or fraudulent ticketing websites, while also guiding prac-
ticing safe online behavior, e.g., when using a public WiFi or mobile
devices during their journey. In public spaces, such as municipal
buildings, government offices, and healthcare facilities, public se-
curity interfaces can promote cybersecurity awareness and com-
munity resilience. They can offer information about local cyber
threats affecting residents, businesses, and government services,
along with resources for reporting incidents or seeking assistance
from experts. Furthermore, they can offer updates on events and
initiatives introducing new technology to protect users and their
digital environment. Moreover, public user interfaces can serve
as educational tools in museums and educational institutions by
offering information on security-related topics. They can inform
visitors of security measures to safeguard digital exhibits, educa-
tional resources, and personal data. These interfaces may clarify
existing security protocols, such as encryption methods, password
policies, and secure data storage practices, and serve as channels for
sharing information regarding cybersecurity workshops or training
sessions available to visitors and staff. Positioned near entrances,
exhibition areas and information desks, the interface can promote
a culture of secure digital interaction in their educational context.

6 RESEARCH QUESTIONS
While the prior section was mainly meant as a starting point for
designing public security user interfaces, the following section
identifies interesting directions for future research in this area.

6.1 Stakeholders
Different stakeholders are involved as public security user inter-
faces are designed. These include, apart from users and bystanders
(research questions for them are identified below), the place owner
(i.e., the stakeholder on whose premises the interface is being de-
ployed), the display provider (who is setting up/maintaining the
display hardware), the application provider (the entity providing
the software running on the public security user interface), and the
content provider (might be the same as the application provider).

Place and Display Owners. In the sketched examples, the place and
display owners (e.g., an organization) were directly interested in
the public security user interface. This might not always be the
case. Consider a bus stop or train station where large screens are
deployed that are owned and operated by the transit authorities.
The motivation to grant access to security content is less clear in
this case. Here, interesting questions evolve around business models
and value proposition for such settings, as well as the question of
how the impact of such public security interfaces can be measured.

Furthermore, cases exist where place and display owners are
different entities. Think about an office building with multiple
companies, where one of the companies wants to install its own
display in the lobby or elevator. How can place owners be motivated
to grant access to those locations?

Application and Content Providers. Regarding applications and con-
tent, interesting questions emerge about maintenance, content cre-
ation, delivery, and moderation. Aboutmaintenance, the question is
how to ensure the display and application are up and running and
how to deal with operating system, software, and content updates.

Another interesting question is scheduling within and across
applications. In some cases, security-related content/applications
might be interlaced with other types of content. This becomes par-
ticularly interesting as the content is being targeted. What should
be displayed if users with different knowledge or types of target
behavior are in front of the display?

Another challenge is that of content generation and curation. To
be engaging, novel content needs to be provided constantly. To be
effective, information needs to be populated quickly. Think about
cases in which employers are to be informed about a wave of phish-
ing emails. Questions are: Who should be responsible for curating
the content displayed on public security interfaces? Should it be
sourced from security experts, crowdsourced from users, or a collab-
orative effort? If the latter, what workflows and supporting digital
tools (e.g., content management systems, community forums, or
specialized collaboration software tailored to security contexts)
need to be set in place to ensure effective collaboration and content
curation? If the content is user-generated/crowd-sourced, questions
arise about how the effort to get such information on the display
can be realized with as little effort as possible. In this case, con-
tent moderation is also important (who verifies the content for
correctness and appropriateness? [31]).

6.2 Content
Independent of who is responsible for the content, many questions
revolve around the selection, adaptation, and targeting of content.

Content Selection Criteria. What criteria should be employed to
evaluate and select content for public security user interfaces?
Key considerations may include factors like relevance to the target
audience, accuracy of the security information, clarity, timeliness,
and potential to engage users.

Content Adaptation. How can content be dynamically adapted
based on contextual factors such as location, time of day, and user
activity? What algorithms and mechanisms can be employed to
ensure timely and relevant content delivery (potentially) based on
real-time contextual data?

Content Personalization. How can user preferences, demographics,
and past interactions be effectively captured and utilized to maxi-
mize the effectiveness of the interface? How can different presen-
tation formats and multimodal interactive elements accommodate
user needs and learning styles? How can the content personaliza-
tion algorithms evolve over time to accommodate changes in user
behavior, knowledge, and experience?

6.3 User Interface Design
While the design space above provides design options, many ques-
tions remain about how the user interfaces should be designed.

10



Public Security User Interfaces NSPW ’24, September 16–19, 2024, Bedford, PA, USA

Conveying What Users Can/Should Do. What strategies can be used
to effectively communicate security-related actions and recommen-
dations to users in a concise, clear and accessible manner? How can
interactive elements (tooltips, walkthroughs, and tutorials) be inte-
grated into the interface to provide step-by-step guidance? What
approaches can be taken to simplify complex security concepts and
terminology for users of diverse technical literacy?

Targeting Opportune Moments. How can the timing of security
interventions be optimized to coincide with moments of increased
user attention and receptiveness? What scheduling algorithms and
behavioral triggers can be used to identify optimal intervention
windows? What sensors and data sources can be integrated into the
public interface to capture real-time environmental cues and user
behaviors? How can the collected sensor data (ambient light, noise,
motion) be interpreted to infer user availability and receptiveness?

6.4 Effects on Users
Despite a compelling vision, the effects of the proposed user inter-
faces on users are still unclear but subject to interesting research.
Helping users change their behavior through public interfaces is
an important step towards solving many cybersecurity challenges.
However, it is equally important to recognize that certain security
measures need to be implemented privately, such as using multi-
factor authentication (MFA) to access sensitive systems or regularly
updating personal devices and backing up important data. In addi-
tion, social constraints, such as the fear of being judged for applying
or not applying strict security measures can influence security de-
cisions. A comprehensive security strategy should consider both
public interfaces and private measures, taking into account the
broader societal context.

Short-Term vs. Long-Term Effects. Future studies could explore the
short-term and long-term impact of the engagement and interaction
with public security user interfaces on user sentiment, awareness,
behavior, and overall receptiveness around security topics and dis-
cussions. Do users employ and follow up on suggested actions?
What factors influence the adoption of the recommended security
measures and foster sustainable behavioral change over time?

User Feedback and Sustained User Engagement. What mechanisms
can be implemented to collect user feedback after interacting with
the security interface? What strategies can ensure ongoing user
engagement beyond the initial encounter? What incentives or moti-
vational factors drive users to follow up on proposed or agreed-upon
security actions? How can the interface continually reinforce se-
curity awareness and adherence to best practices? How can user
interest in security topics be maintained in the long term?

User Perception. The users’ perception can greatly influence en-
gagement, trust, and adoption of security measures. Key considera-
tions include understanding users’ experience, ensuring usability
in real-world environments, balancing perceived benefits and risks,
and fostering community engagement, outreach, and learning. Are
users comfortable with interacting with security-related content in
public settings? Are the interfaces easy and intuitive to navigate?
Are there barriers to accessing or comprehending content? How
can public security user interfaces be designed to maximize benefits,

such as increased awareness and empowerment, while minimizing
risks, such as privacy concerns or information overload? Can public
security user interfaces serve as a catalyst for dialog and engage-
ment in security-related activities among community members?

7 CHALLENGES
The proposed security paradigm creates several challenges relevant
to practitioners and researchers alike. In the following we discuss
these challenges grouped into privacy, security, acceptance, and
governance and investment.

7.1 Privacy
Personalized information and interactive user interface customiza-
tion in public settings raise privacy concerns. One risk is information
disclosure, where displaying personalized data on public screens
could allow unauthorized individuals to access personal (poten-
tially sensitive) information, compromising individuals’ privacy.
For example, as the display provides strategies to get rid of re-used
passwords, this might suggest to bystanders that the person in front
of the display is still reusing passwords.

Additionally, the lack of context in personalized content shown
on public security user interfaces can lead to misinterpretation
or incorrect assumptions by viewers, a phenomenon known as
decontextualization [47]. Imagine a public display at a university
that issues a cybersecurity alert stating ‘University currently targeted
by phishing attack!’ Without additional context, such as who has
so far been affected, the type of phishing emails/the pretext used,
or specific preventative measures students and staff should take,
recipients of the information could either overreact by avoiding all
university emails or underreact by not taking precautions.

Furthermore, while interactive customization enhances user en-
gagement, it also raises concerns about the privacy of shared or
accessed information during interactions. The visibility of person-
alized information to a wide audience increases the risk of pri-
vacy breaches and unauthorized access. Implementing privacy-
preserving measures, such as the opportunity to transfer some
content to the personal phone for perception, can help mitigate
these risks and maintain user trust and acceptance of interactive
security user interfaces in public settings. One effective example of
such a measure is TouchProjector [8], which allows users to inter-
act with remote screens via their mobile devices. Closely related
is using visual markers to display personalized information on a
user’s smartphone [9]. This method secures the data and adheres
to privacy standards by limiting access to personal information to
the device owner.

For identifying returning users, public security user interfaces
employ various methods, including implicit and explicit techniques.
Implicit identification methods like face recognition and Bluetooth
rely on biometric or technological characteristics to identify users
in public spaces. Face recognition technology analyzes facial fea-
tures captured by cameras to match them against stored profiles.
Similarly, Bluetooth detects and recognizes users’ mobile devices
or wearables near the interface without requiring active user par-
ticipation in the identification process [19]. In contrast, explicit
identification methods, like tokens, involve using physical devices
that users must present to the interface. Tokens, such as smart
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cards or RFID tags, contain unique identifying information that the
interface reads to identify the user.

Striking a balance between providing relevant content and pro-
tecting user privacy is crucial. To protect users’ privacy, personal-
ized content on public displays should be managed by authorized
entities and based on user consent. This means that only autho-
rized entities or systems should control what is displayed to ensure
that no sensitive data is displayed without the explicit consent of
users. This approach aligns with our objective to avoid sensitive
information sharing in public spaces.

7.2 Security
Public interfaces may become targets for malicious actors seeking
to disseminate misleading information, posing risks to user data
and system integrity. Public user interfaces connected to networks
are susceptible to security vulnerabilities, necessitating regular
security assessments, software updates, and intrusion detection
systems to identify and mitigate potential threats. Maintaining the
security of public displays is essential, including regular patching,
content updates, and physical security checks. Prolonged exposure
of unattended digital displays can pose risks if left unmonitored,
necessitating robust management protocols to maintain device in-
tegrity. Furthermore, Denial of Service (DoS) attacks threaten the
availability and reliability of interactive interfaces, highlighting
the importance of implementing measures such as rate limiting
and traffic filtering [11]. Our paper suggests that user interfaces
designed to influence user behavior can contribute to enhance se-
curity outcomes. Nevertheless, we recognize that relying on user
behavior alone is not enough. Effective security also requires ro-
bust back-end measures. For example, ensuring that passwords are
properly salted and hashed can reduce the risk of credential stuff-
ing attacks. Salting a password involves adding a unique, random
string of characters to each password before it is hashed, which
is the process of converting the password into a fixed-size string
of characters that appears random. This makes it much harder for
attackers to crack the passwords, even if they obtain the hashed
versions. Therefore, a holistic approach that combines both user-
oriented and technical solutions is essential for optimal security.
Physical security measures, including securing display hardware
and controlling access to control systems, are also important to
prevent physical tampering or theft.

7.3 Acceptance
While public displays could support spontaneous engagement with
security topics, they also hold the risk of low acceptance or even
negative reactions in certain cases. For instance, a person might
feel shame if the interface displays information that seems person-
alized to them and that is not socially desirable. Public interfaces
have been used for public shaming, for instance, when jaywalkers’
faces are shown on large screens to deter jaywalking [43]. Even
if unintentional, security information could also be perceived as
shameful if it is perceived to relate to the person in front of the
public interface. For instance, when an interface changes the mes-
sage at the precise moment when somebody comes in sight and
provides information that is perceived as obvious, the person might
think that they were categorized as somebody with little IT security

knowledge and feel put down in front of others. It is important for
public interfaces to avoid such impressions or to even categorize
people based on, for instance, age group and display information
that could be stigmatizing. While these displays can foster group-
based accountability, they must avoid inadvertently encouraging
behaviors like public shaming or unnecessary self-policing. Accep-
tance aspects might also depend on culture, which has different
conventions.

7.4 Governance and Investment
One crucial aspect of deploying displays in public spaces is the man-
agement and funding of these initiatives. In a public sphere, the
deployment and maintenance of public interfaces would likely fall
under the purview of local government agencies or public safety de-
partments. Therefore, this approach necessitates public governance
and investment. It is essential to consider whether the public would
support such expenditures and how these interfaces could deliver
tangible benefits to justify the investment. Public displays enable
dynamic, interactive, and real-time content that engages users and
adapts to changing security needs, making them a worthwhile in-
vestment. One challenge is maintaining the relevance of security
information, as overly specific advice may quickly become outdated
while general tips lack actionable value. Employing a system to
dynamically adjust content based on real-time events or prevalent
security concerns could bridge this gap. Engaging with community
stakeholders and conducting pilot projects could provide valuable
insights into public opinion and the practical impacts of public
interfaces. In addition, partnerships with private entities or col-
laboration between the public and private sectors could provide
alternative funding mechanisms that reduce the financial burden
on public resources while increasing public security and awareness.

8 CONCLUSION
Public Security User Interfaces are a promising way to contribute to
cybersecurity awareness and behavior change in the public space.
By integrating interactive features, real-time updates and contex-
tual relevance, these interfaces have the potential to engage users,
stimulate discussion and empower individuals to make informed
security decisions. Through various scenarios, we illustrate how
public security user interfaces can facilitate knowledge sharing, in-
cident response, and the cultivation of a security-conscious culture.

The main contributions of our paper include: (1) Identifying four
key objectives of Public Security User Interfaces: raising awareness,
triggering actions, providing control, and sparking conversation;
(2) outlining a framework based on Sasse et al.’s Security Learn-
ing Curve [51] on how Public Security User Interfaces can support
users in adopting new security-related routines into habits; (3) draw-
ing a design space for Public Security User Interfaces to facilitate
conceptualisation and implementation; and (4) proposing research
questions pertaining to stakeholders, content, user interface design,
and effects on users.

Public Security User Interfaces have the potential to transform
passive bystanders into active participants in protecting digital as-
sets and personal data. Empirical research findings demonstrating
the value of such public interfaces can provide compelling support
for such efforts. Gamification elements, such as interactive quizzes
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or security challenges, can increase user engagement by encourag-
ing active participation. Pilot studies in controlled environments,
could further assess the impact of gamification on user motivation
and learning outcomes. This is an important direction for future re-
search in this area. Further research is also essential to refine design
principles and explore scalability in different public environments.
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Figure 6: We illustrate how the objectives identified along the different stages of the security learning curve can be achieved
through the use of a public security user interface, using the introduction of a new password manager in an organization
(Section 4.3) as an example scenario.
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