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ABSTRACT 
We present Pocket Transfers: interaction techniques that al-
low users to transfer content from situated displays to a per-
sonal mobile device while keeping the device in a pocket or 
bag. Existing content transfer solutions require direct manip-
ulation of the mobile device, making interaction slower and 
less flexible. Our introduced techniques employ touch, mid-
air gestures, gaze, and a multimodal combination of gaze and 
mid-air gestures. We evaluated the techniques in a novel user 
study (N=20), where we considered dynamic scenarios 
where the user approaches the display, completes the task, 
and leaves. We show that all pocket transfer techniques are 
fast and seen as highly convenient. Mid-air gestures are the 
most efficient touchless method for transferring a single 
item, while the multimodal method is the fastest touchless 
method when multiple items are transferred. We provide 
guidelines to help researchers and practitioners choose the 
most suitable content transfer techniques for their systems. 
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INTRODUCTION 
There are many situations in which users want to transfer 
content from public displays to personal mobile devices. For 
example, passersby in a hurry might want to grab a news ar-
ticle from a display to read on their smartphones later; or a 
user might want to know more about an advertised product 
but do so in private rather than in front of the display; or a 
tourist might want to transfer a real-time map of a city’s pub-
lic transportation system at the airport. 

We envision that as an increasing number of situated dis-
plays appear in urban areas, more opportunities for transfer-
ring content to personal mobile devices for later consumption 
will arise. However, the vast majority of existing methods 
require users to look at and hold their mobile device in their 
hands to transfer content to it. This may be undesired in sit-
uations where passersby carry other items (coffee, suitcases, 
etc.), where they first need to take the smartphone out of their 
pocket, or where a transfer is only a side task (for example, 
as users skim through multiple news articles, they want to 
occasionally transfer one to their mobile device) and thus not 
interrupt browsing. 

 

Figure 1. Pocket transfer techniques allow transferring content from a situated display to a personal mobile device that remains in a 
pocket. A) Touch: tapping an item opens a menu, tapping “Send to mobile” transfers the item. B) Mid-air gestures: pointing at an 

item, grabbing it, and pulling towards the user transfers the item. C) Gaze: gazing at an item for 1 second opens a menu, and gazing 
at “Send to mobile” for 1 second transfers the item. D) Multimodal: looking at an item and grabbing in mid-air transfers the item.
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As a solution, we propose Pocket Transfers, an approach 
where (1) the mobile device can remain in the user’s pocket 
or bag throughout the interaction, and where (2) a set of dif-
ferent interaction techniques distributed across several mo-
dalities are supported. 

The mobile device can remain in the user’s pocket by utiliz-
ing a mobile application and a location-tracking solution 
[17]: people in the space are automatically paired with their 
mobile device based on location data. Hence, users can inter-
act with a display without touching their mobile device, and 
the system will know which device to send the content to. 
Although this feature was proposed in previous work [17], 
only mid-air gestures for transferring content in this way 
were evaluated. Therefore, it is unclear how different tech-
niques and modalities using this approach fare in compari-
son. We believe different modalities are preferred in differ-
ent settings, as one must cater to the current situation and 
type of content, the user’s privacy needs, and the amount of 
content the user wants to take away. Furthermore, it is un-
clear how such techniques fare against a baseline condition, 
such as QR code scanning, where users need to take the 
phone out of their pocket to transfer content. 

In this work, we introduce several novel content transfer 
techniques that allow users to keep the mobile device in their 
pocket during the transfer (Figure 1). Supported interactions 
include touch, mid-air gestures, gaze, and a multimodal tech-
nique combining mid-air gestures and gaze. We also added 
support for transferring content with QR codes. QR codes 
require manipulation of the mobile device, and due to their 
familiarity and ease of use, they work as a suitable baseline. 

We conducted a user study in which 20 participants experi-
enced and evaluated all five techniques. We used a novel ap-
proach in our study; rather than only considering scenarios 
where the user is already at the display, participants com-
pleted tasks that covered the full interaction process, includ-
ing walking to and from the display, as well as possible prep-
arations for the interaction. In addition, we included two task 
types, to accommodate for both short and long interaction 
sessions. This way, we reached more ecologically valid find-
ings, allowing fair and truthful comparison between the tech-
niques and modalities, as we also factor in the so-called hid-
den costs for interaction, unlike most existing studies. 

Our research is driven by the following questions: 

 What is the performance and user experience of pocket 
transfer techniques? What are the positive and negative 
aspects of each technique? 

 How useful is it to keep the mobile device in a pocket 
with each technique? 

 Are different techniques preferred based on the length of 
the interaction, or the presence of other people? 

                                                           
1 We use a capital letter to distinguish our techniques from 
modalities: Touch, Mid-air gestures, Gaze, and Multimodal. 

Our primary novel findings are a) all pocket transfer tech-
niques are fast, and b) users highly appreciate being able to 
keep the recipient device in their pocket regardless of modal-
ity. Touch1 and Mid-air gestures are the fastest techniques 
for transferring a single content item, and all techniques are 
seen as suitable for single-item scenarios. Touch and Multi-
modal are the fastest techniques when transferring multiple 
items, and are also the most favored. All pocket transfer tech-
niques are acceptable when no other people are around; how-
ever, Gaze is the most favored when others are present. 

Our contribution in this paper is twofold. First, we present 
the design and evaluation of four pocket transfer techniques. 
We show that all of them are fast and convenient, and present 
strengths and weaknesses for each technique as well as 
guidelines to help researchers and practitioners decide which 
modalities to use in their content transfer systems. Second, 
we contribute a novel user study design, wherein we factor 
in the preparation for, and halting of, the interaction. We ar-
gue this approach results in higher ecological validity, and 
we encourage researchers to utilize a similar approach in fu-
ture studies. 

RELATED WORK 
Ng et al. [22] present a survey on screen-smart device inter-
action (SSI), which also covers methods for content transfer. 
Two general method types are recognized: vision-based and 
radio-based. Of vision-based methods, QR codes have been 
used actively [1,10,22], which allow smartphone users to 
scan a code using the device-integrated camera, to receive 
content such as a link to a website. Of radio-based methods, 
near-field communication (NFC) technology has been uti-
lized for content transfer [2,7,22,26]. For instance, Hardy 
and Rukzio [7] attached individual NFC tags behind each 
content item, thereby allowing items to be transferred by 
touching the corresponding item with a mobile device. Broll 
et al. [2] used a somewhat similar method for more advanced 
interactions, such as dragging-and-dropping, by allowing us-
ers to select actions on the mobile.  

Langner et al. [13] presented techniques to share content be-
tween a display and a mobile device, using a combination of 
spatial interaction and mobile touch screen interaction. Each 
technique was designed to cater to a different situation, based 
on, e.g., distance to the display and the number of items be-
ing transferred.  

Turner et al. presented numerous interaction techniques for 
content transfer combining gaze and touch [29,30,31]. For 
instance, using their Eye Pull, Eye Push concept [29], users 
can select an item on a display by looking at it, and transfer 
it by swiping down on their mobile device. 

The solutions above require manipulation of the recipient de-
vice. In particular, for frequent users of content transfer fea-



tures, it is worth investigating techniques that allow the de-
vice to remain wherever it is being kept. For instance, many 
people carry their mobile device in a handbag, and taking it 
out may take time and feel cumbersome. 

Mäkelä et al. closed this gap with their SimSense smart space 
system, with which users could keep their mobile device in 
their pocket and use mid-air gestures to transfer content from 
a distance. Using gestures for this purpose was found to pro-
vide a good user experience [17]. In particular, Mäkelä et al. 
compared two mid-air gestures for the same purpose, focus-
ing on single content item transfers [17].  

Building on the concept of enabling content transfer without 
taking a mobile device out of the pocket, we investigate how 
this approach can be extended to multiple modalities, so as 
to cater to the diverse situations in which users encounter 
public displays and want to take away information. In partic-
ular, we introduce three techniques in addition to mid-air 
gestures, and evaluate as well as compare them in a user 
study. Additionally, and unlike previous work, we compare 
our techniques to QR code scanning as a baseline. Each 
Pocket Transfer technique has its own strengths, and there-
fore our set of techniques cover a wide range of settings and 
use cases. In addition, we compare the techniques in two dif-
ferent content transfer scenarios: single-item and multi-item 
transfers. 

IMPLEMENTATION 
We extend the SimSense system, which allows seamless 
transferring of content from an information display to mobile 
devices. Users are automatically paired with their mobile de-
vices when entering the space. Consequently, content trans-
fer can begin right away without a separate setup, and the 
mobile device does not need to be interacted with at all. In 
particular, in this work we extend SimSense, which origi-
nally enabled interaction via mid-air gestures [17], to support 
touch, mid-air gestures, gaze, a multimodal combination of 
mid-air gestures and gaze, and QR code scanning. 

 

Figure 2. The main screen, displaying two popular articles on 
top, and four recent articles below. Navigation buttons for 

changing news feeds are located at the bottom. 

The system displays content from external sources. Although 
a variety of different content, even applications, could be 

transferred, in this version we included content from popular 
news portals. Users can switch between news feeds and ex-
plore the content in more detail (Figure 2). 

User-Mobile Pairing 
To enable pocket transfers, users are automatically paired 
with their mobile device, provided they have the related mo-
bile application installed. The location of mobile devices in 
the space is determined via Bluetooth beacons, and the user’s 
location is determined via a Kinect sensor. Users and mobiles 
with matching locations are paired. Consequently, users can 
transfer content using the proposed interaction techniques, 
without ever touching the recipient device. 

The method works with multiple simultaneous users. How-
ever, a practical limitation of our current implementation is 
the maximum number of people the Kinect sensor can track. 
Also in very crowded spaces people may be so close to each 
other that reliable pairing may not be possible. This compo-
nent of our system is independent and can be independently 
upgraded or replaced without affecting the rest of the system. 
For example, another approach for pairing users with mo-
biles is by comparing the accelerometer readings from the 
mobile device to movements of the user [35].  

Mobile Application 
The application is implemented in Android. It utilizes Blue-
tooth to communicate its location to the system. Receiving 
content results in a notification along with vibration and 
sound effects. Opening the app or tapping on the notification 
shows a scrollable list of all the transferred content. 

In our study, we focused on different techniques for transfer-
ring content to the mobile device. Participants did not need 
to interact with the transferred content. The mobile device 
stayed in their pockets and provided tactile and auditory 
feedback whenever content was successfully transferred. 

Content Transfer Techniques 
The extended SimSense system supports five different inter-
action schemes for content transfer. When content transfer is 
triggered, the transferred item on the screen is enlarged as if 
coming out of the screen, accompanied with sound effects. 
This applies to all pocket transfer techniques. 

Next, we describe all five techniques used in this study to 
transfer content from a display to a mobile device. Our mul-
timodal technique is novel; to the best of our knowledge, 
gaze and mid-air gestures were never utilized together for 
content transfer. While mid-air gestures were used for con-
tent transfer before [17], this is the first comparison between 
mid-air gestures, gaze, and touch for content transfer pur-
poses. It is unclear how this novel context affects the perfor-
mance and user experience of the techniques, especially in 
relation to each other. We argue this is also valuable outside 
the context of seamless content transfer, as we are one of the 
few who extensively evaluate different modalities for the 
same purpose. Therefore, this study serves as an overview on 
the individual strengths of said modalities. We discuss tech-
nique-specific implications in the following subsections. 



QR Codes 
We utilize QR codes as a baseline for the study. QR code 
scanning represents a more traditional way of transferring 
content, as it requires users to hold and interact with, the mo-
bile device, and offers a simple and familiar content transfer 
method. At the same time, QR codes are streamlined in that 
they also do not require explicit connection to the target dis-
play – content can be transferred directly. Moreover, QR 
codes have been utilized as a baseline in previous work [1]. 

QR codes for each item are readily displayed in the default 
view of the application (Figure 3A), therefore users do not 
need to interact with the screen at all. In this condition, the 
UI is widened to accommodate for the additional space that 
the QR codes require. 

In the study, QR codes were scanned with a third-party An-
droid application. This results in a link to the original content 
item, clicking on which directly opens the article on a web 
browser. Although not needed for our study, users could cy-
cle through the feeds and inspect content via touch interac-
tions similar to Touch, which is explained next. 

Touch 
With Touch, users can tap on items to bring up a menu with 
two actions (Figure 3B). Tapping on “Send to mobile” will 
transfer the item to the mobile device. The other action opens 
the item in a detailed view. Users can also access the menu 
and transfer the item from the detailed view. 

Mid-Air Gestures 
We utilize the same approach as Mäkelä et al. [17] for mid-
air gestures. Users transfer content with the grab-and-pull 
gesture, wherein users point to a content item on the screen, 
grab it, and pull it towards themselves to transfer the item to 
their mobile device (Figure 1B). Pointing and grabbing is 
visualized via an on-screen cursor. Contextual feedback is 
provided on the screen when a transferable item is hovered 
over, and when an item is grabbed. 

Users can navigate between feeds using point-and-dwell on 
the navigational buttons at the bottom. Content items can be 
opened in a detailed view via point-and-dwell, in which con-
tent transfer is also allowed using the grab-and-pull gesture. 

Gaze 
With Gaze, we utilize dwell-time to trigger selections. Gaz-
ing on a content item will bring up a menu similar to that of 
the touch condition. However, as eye tracking is occasionally 
inaccurate [28] and suffers from the Midas Touch issue 
[9,28], in this condition the action buttons are larger and ap-
pear on top of the item (Figure 3C). This was done to a) avoid 
the menu blocking the content of the item being gazed at, and 
b) to ease gaze selection by avoiding intersecting elements. 

Navigational buttons are also triggered with gaze-dwell, dur-
ing which time the button fills up with a different color to 
visualize dwell time. The dwell time for all triggers is 1 sec-
ond, decided by a pilot test and related work [15,20]. 

Multimodal 
Multimodal combines gaze and mid-air gestures. Users 
transfer content by looking at an item, and doing a grab ges-
ture (forming a fist) in mid-air (Figure 1D). Due to the grab 
gesture working as a confirmation for a transfer, no dwell 
time is needed - instructions for grabbing appear in the mid-
dle of an item immediately when the user looks at it (Figure 
3D). The grab can be done with either hand and in any posi-
tion, although for stable recognition we recommended that 
study participants raise their hand at shoulder height for 
grabbing. Other interactions in this condition, however, work 
with gaze-dwell, similar to the gaze condition. 

Current research presents very few multimodal systems that 
combine gaze and mid-air gestures. Some solutions exist for 
desktop type tasks [3] and multi-screen interactions [6]. 
However, to our knowledge, this is the first time such a mul-
timodal technique has been used for content transfer, and 
evaluated for use in public and semi-public spaces. 

STUDY 
To evaluate the five content transfer techniques presented 
above, we recruited 20 participants to carry out content trans-
fer tasks with each of them. We addressed two use cases of 
different length: 

 Single-item transfer. The user passes by the display, 
sees an interesting item (e.g., a news article), quickly 
transfers it to their mobile device, and leaves the scene. 

 Multi-item transfer. The user transfers several items in 
a row to their mobile device while passing by. 

 

Figure 3. Interface differences. A) QR: codes are displayed on the main page. B) Touch: the menu is overlaid on the item. C) Gaze: 
the menu is positioned above the element. D) Multimodal: instructions for grabbing are displayed when the item is gazed at. 



We hypothesized that preferences towards the techniques 
might differ based on whether the user intends to transfer one 
or several content items. This hypothesis is supported by 
Mackay [14]: they compared techniques in a desktop envi-
ronment, and found that the efficiency of, and preferences 
towards, their tested techniques were dependent on the exact 
task at hand. Prior work has developed different techniques 
for single and multi-item transfers before [13]; however, to 
our knowledge, we are the first to evaluate a set of techniques 
equally with both use cases. 

In both use cases, participants walked to the display from a 
marked area to interact, and finished the task by walking to 
another marked area on the other side of the display (Figure 
4). We did this for two reasons. First, walking to and from 
the display resembles real-life situations. Users are rarely 
readily at the display – instead, they are walking past it and 
must deviate from their course to reach the display [34]. Do-
ing this in the tasks makes participants better equipped to 
evaluate the techniques in a real context. Second, the dis-
tance to the display varies between techniques, which con-
tributes to the overall performance and experience. For in-
stance, we assume Touch would be faster than Gestures in 
terms of interaction time; however, it is unclear whether 
Touch would actually be faster when accounting for the time 
it takes to walk up to the display as opposed to mid-air ges-
tures with which one can interact from a distance. Therefore, 
it makes sense to measure the full duration of the use cases 
when comparing the interaction techniques. 

Due to the experimental setup of the system and the study 
with a multitude of sensors and cameras, we carried out the 
study in an office-like environment wherein we had full con-
trol of the setup. For instance, for the multimodal condition, 
users needed to stand relatively close to the display to be rec-
ognized by the eye tracker. Due to this, the Kinect sensor 
needed to be positioned further back (behind and above the 
display) for it to reliably see the user and recognize the grab 
gestures. We did not want to use head-mounted eye trackers 
as external equipment might hinder the user experience. 

Participants 
We recruited 20 participants (7 females) between 19 and 29 
years of age (M = 24.7, SD = 2.7). All participants had nor-
mal or corrected-to-normal vision. Sixteen participants were 
bachelor or master level students, three were PhD students, 
and one was an IT consultant. 

Participants answered statements about being familiar with 
QR codes as well as the remaining modalities on a 7-point 
Likert scale (1 = “strongly disagree”; 7 = “strongly agree”). 
Participants stated being very familiar with QR codes and 
touch (md = 7), somewhat familiar with gaze (md = 5), neu-
tral with mid-air gestures (md = 4), and unfamiliar with com-
binations of gaze and gestures (md = 2.5). 

Apparatus 
We set up the system in an office-like space. The full setup 
is described in Figure 4. The display, a 24” full HD touch 

screen, was positioned on top a shelf roughly at eye level. 
The eye tracker (Tobii REX) was taped on the display right 
below the viewport. The Microsoft Kinect One sensor was 
attached to a tripod and positioned above and behind the dis-
play roughly at the height of 2 meters. This was mandatory 
for the multimodal condition, as both the eye tracker as well 
as the Kinect needed to see the user simultaneously. 

We taped two cross-shaped markers on the floor to indicate 
the start and end position for the tasks. The markers were 
positioned 4 meters from each other, so that the line between 
the markers was 2 meters from the display. Additionally, we 
recorded the study session with a video camera. 

 

 

Figure 4. Study setup. Green, dotted lines represent the walk-
ing paths with each condition. 

Procedure 
All 20 participants went through the following procedure. 
Study sessions lasted between 50 and 75 minutes. First, the 
participant filled a consent form and a background question-
naire. The participant was then explained the study.  

A mobile device, Nexus 5 with the Android application in-
stalled, was handed to the participant, and they were in-
structed to put the device in their trousers’ pocket. The mo-
bile device was not directly needed during the tasks for in-
teraction (except during the QR condition), but rather for re-
ceiving tactile and auditory feedback when content is re-
ceived. This was done to indicate to the participant that the 
transfer was successful. 



We explained that content transfer will be approached 
through two use cases, both of which revolve around a real-
istic scenario, wherein they are walking past an interactive 
display and decide to transfer content for later consumption. 
For this, the participant was requested to maintain a quick, 
natural walking pace, and to keep it consistent across the 
techniques. The order of conditions was balanced with using 
a Latin Square. Participants went through the following pro-
cess five times, once for each technique: 

1. Practice phase. The participant was positioned on the 
interaction area (green ellipses in Figure 4), and any cal-
ibrations needed were conducted (e.g., for eye tracking). 
For Mid-air gestures, participants were positioned be-
tween the markers, 2 meters from the screen. For Gaze 
and Multimodal, the interaction area slightly varied be-
tween participants and was defined during calibration. 
On average, distance to the screen was around 80 cm as 
recommended by the manufacturer2. For QR and Touch, 
users were free to interact from whichever distance was 
comfortable. In the practice phase, the participant was 
asked to transfer a randomly highlighted item (visual-
ized with thick, red borders) to the mobile device with-
out prior instructions. The researcher gave instructions 
during the practice phase when necessary. 

2. Single-item use case. The participant was positioned on 
the start marker. The task was to start walking when a 
randomly highlighted item appears, walk to the speci-
fied interaction area, transfer the highlighted item using 
the active technique, and continue to the end marker. 
This task was repeated five times. 

3. Multi-item use case. The participant was asked to repeat 
the task, but this time, transfer five highlighted items in 
a sequence instead of just one before continuing to the 
end marker. The next highlight on the screen would ap-
pear after the previous one was transferred. The task 
similarly began from the start marker, and finished at the 
end marker. This task was repeated twice. 

This procedure resulted in 15 content transfers (excluding 
practice) for each technique, totaling up to 75 transfers per 
participant. We concluded with a questionnaire and a semi-
structured interview. Due to some of the study sessions tak-
ing a long time, 15 out of 20 participants were interviewed. 

Due to its different nature, some special features applied in 
the QR condition. A successful transfer task included scan-
ning the correct code and opening the contained link in a 
browser, which could be done with a button press in the QR 
app. For a realistic scenario, participants were asked to either 
put the phone in their pocket or hold it with their hand low-
ered prior to each task. Participants could lift the phone and 
open the QR app as soon as they started walking. In practice, 
participants were ready to scan the code by the time they 
                                                           
2 https://www.tobiipro.com/learn-and-support/learn/steps-
in-an-eye-tracking-study/run/how-to-position-the-partici-
pant-and-the-eye-tracker/ 

reached the display. Also, participants could continue from 
the display to the end marker right after scanning the code, 
i.e., they could open the link in a browser while walking.  

Limitations 
This study was conducted in a controlled environment in-
stead of a public setting. Hence, it could be argued whether 
participants were equipped to evaluate their usage of the pro-
posed techniques in public and semi-public settings. How-
ever, all participants had experience with various interactive 
public displays, especially with those employing touch. We 
believe this prior experience makes the participants well 
equipped to evaluate their use of the proposed techniques in 
such situations. Furthermore, we alleviate this problem by 
conducting the study in an office-like environment, and by 
introducing realistic scenarios wherein users walked past the 
display and stopped to interact before continuing forward.  

RESULTS 
We first present results on the performance of the techniques, 
including task completion times as well as error rates.  Then, 
we present user feedback and technique preferences in dif-
ferent situations based on the questionnaire and interview. 

Performance 
We measured full task completion times, including walking 
to and from the display. Duration was measured manually 
from the video recordings: the task began when participants 
started moving from the start area (lifted their foot), and 
ended when their foot touched the end area. Given that the 
videos were recorded at 25 FPS, the margin for error with 
manual measuring was roughly one frame (40 milliseconds). 

In addition, we used interaction logs to measure individual 
selection times from when a highlighted item appeared on 
the screen, until the user had sent the corresponding item to 
the mobile device. For this measurement, we only used the 
last four selections from the multi-item tasks. This was done 
because the first highlight in each task appeared when the 
user was standing on the start marker. To exclude the walk-
ing time, we did not account for single-item tasks nor for the 
first highlight of the multi-item tasks. 

We removed instances from the analysis wherein noticeable 
technical issues were encountered. For instance, the Kinect 
sensor was not always stable and occasionally performed 
poorly in recognizing the grab gesture (this was almost en-
tirely specific to few select participants with e.g. very reflec-
tive clothing). Similarly, for both gaze and multimodal con-
ditions, the eye tracker sometimes did not start tracking even 
when participants were standing at a correct spot. Hence, we 
excluded roughly 7% of the data from the analysis. 

Completion times for single-item and multi-item tasks as 
well as individual selection times are presented in Figure 5.  



 

Figure 5. Completion times for single item and multi-item 
tasks with each technique. 

For single-item tasks, Touch and Mid-air gestures were the 
fastest, followed by Multimodal, Gaze, and finally, QR 
codes. A repeated measures ANOVA with a Greenhouse-
Geisser correction revealed a significant main effect of the 
used technique on completion time (F(1.281, 108.896) = 
114.448, p < 0.0005). Post-hoc analysis with Bonferroni cor-
rection showed significant differences in completion time 
between all pairs (p < 0.0005) except between Touch and 
Mid-air gestures (p = 1.000), and between Mid-air gestures 
and Multimodal (p = 0.14). 

For multi-item tasks, Touch and Multimodal were the fastest, 
followed by Mid-air gestures, Gaze, and QR codes. A re-
peated measures ANOVA with a Greenhouse-Geisser cor-
rection similarly revealed a significant main effect of the 
used technique on completion time (F(1.417, 33.997) = 
158.312, p < 0.0005). Post-hoc analysis with Bonferroni cor-
rection showed significant differences in completion time 
between all pairs (p < 0.0005), except between Touch and 
Multimodal (p = 1.000) and between Mid-air gestures and 
Gaze (p = 1.000). 

When only accounting for selection time, Touch and Multi-
modal were the fastest, followed by Mid-air gestures, then 
Gaze, and finally, QR codes. A repeated measures ANOVA 
with a Greenhouse-Geisser correction similarly revealed a 
significant main effect of the used technique on completion 
time (F(2.391, 270.131) = 717.243, p < 0.0005). Post-hoc 
analysis with Bonferroni correction showed significant dif-
ferences in completion time between all pairs (p < 0.0005) 
except between Touch and Multimodal (p = 1.000).  

Error rates were low across all conditions. As an error, we 
considered transferring the wrong item, i.e., not the one that 
was highlighted. Error rates were as follows: QR codes 
(5.8%), Multimodal (1.5%), Mid-air gestures (0.9%), Gaze 
(0.0%), and Touch (0.0%). The higher error rate of QR codes 
is explained by the QR app automatically scanning codes that 
came to its view, sometimes resulting in an incorrect code 
being scanned as the user was moving the phone to the target. 
It is likely that QR codes in general have a lower error rate. 

Usefulness and Preferences of the Techniques 
Preferences and evaluations of the techniques are presented 
in Figure 6. Across all pocket transfer techniques, the ability 
to keep the device in a pocket was evaluated highly useful 
(md = 7). Similarly, all pocket transfer techniques were rated 
suitable for transferring content between situated displays 
and mobile devices (md = 6-7). Although QR codes were 
also rated suitable for content transfer (md = 6), a Mann-
Whitney U test revealed it was rated significantly lower than 
the pocket transfer techniques (p < 0.05). 

 

Figure 6. Boxplots for statements regarding all content trans-
fer techniques. Boxes represent inner quartiles, and the middle 

lines represent medians. 

For single-item transfers, Gaze and Multimodal were rated 
the most desirable techniques, followed by Touch and Ges-
tures, and lastly, QR codes. A Mann-Whitney U test revealed 
a significant difference between QR codes and all other tech-
niques, as well as between Gestures and Gaze, and Gestures 
and Multimodal (p < 0.05). For multi-item transfers, the most 
desired technique was Touch, followed by Multimodal, 



Gaze, QR, and Gestures. A Mann-Whitney U test revealed a 
significant difference between QR codes and Touch, Touch 
and Gestures, and Multimodal and Gestures (p < 0.05). 

For situations where no other people are present, all tech-
niques were rated suitable. The most preferred techniques 
were Touch, Multimodal, and Mid-air gestures. A Mann-
Whitney U test revealed a significant difference between QR 
and Touch, and QR and Multimodal (p < 0.05). For situations 
where other people are present, Gaze was clearly preferred 
(md = 7), and a Mann-Whitney U test revealed a significant 
difference between Gaze and all other techniques (p < 0.05). 

Interview Results 
We interviewed 15 participants to further assess their opin-
ions on and experiences with the proposed techniques. 

Participants were seemingly positive about all pocket trans-
fer techniques. 14 out of 15 interviewed participants explic-
itly described keeping the phone in a pocket or bag as useful 
and convenient. The remaining participant mentioned that he 
holds his phone all the time anyways and hence failed to see 
the benefit for himself. However, it is notable that the benefit 
is not only about where the device is being held, as P20 elab-
orated: “It's not only about not having to pull it out of your 
pocket. It's also about not having to do anything with it, like 
start an application. So, it doesn't really matter if I have the 
phone in my pocket or in my hand, it still makes the interac-
tion straightforward”. Moreover, two female participants 
noted that they occasionally carry their mobile device in a 
large handbag, and that they must specifically look for the 
device, which is time-consuming and tedious. 

We asked participants to describe each technique in their 
own words: 

QR codes received more negative feedback than the pocket 
transfer techniques. 10 participants explicitly mentioned that 
having to pull out the phone to interact is a negative trait.  QR 
codes were further described as tedious (5/15), error-prone 
(5/15), and tiring (3/15). Among the positive aspects were 
that it is familiar (6/15) and easy to use (4/15). 

Touch was described as easy to use (4/15), fast (3/15), and 
natural (3/15). Among the negative traits, the most notable 
were that it is “boring” or “nothing new” (8/15), easy to ob-
serve by others (6/15), unhygienic (6/15), and that one needs 
to get close to the display to interact (6/15). However, Touch 
was favored due to its familiarity and its prevalence in public 
displays. 11 out of 15 participants reported that they would 
expect a display to work with touch, and that they would ex-
pect to know how to use it right away. 

Mid-air gestures were described as useful since a display can 
be accessed from a distance (7/15), “cool” (5/15), fast (3/15), 
and fun (3/15). However, participants were worried about us-
ing mid-air gestures in public (7/15). Nonetheless, some par-
ticipants thoroughly enjoyed using gestures. Although ges-
tures have been previously found “fun” in a variety of con-
texts, such as co-operative tasks [10] and gaming [4], in our 

study participants made more explicit remarks, like those re-
ported by Mäkelä et al. [17], as P19 demonstrated: “Gestures 
were cool, I felt like in Minority Report. It feels a little bit 
like magic. I really liked the fun factor and the novelty.” 

Gaze was described as fast (8/15), private (6/15), “cool” 
(4/15), and natural (4/15). 6 participants explicitly mentioned 
that they “liked Gaze a lot”. 3 participants mentioned that 
gaze interaction gets tiring after some time. Three partici-
pants mentioned that it is practical that Gaze is completely 
hands-free. P15 noted that the hands-free characteristic goes 
particularly well with pocket transfers: “I liked Gaze the 
most since it’s hands-free. You don't need to use any part of 
your body at all. It was a really great experience.” 

Multimodal was described as fast (6/15), fun (5/15), and use-
ful (3/15). 7 participants explicitly mentioned that they 
“liked Multimodal a lot”. No commonly shared negative 
traits were identified. P17 summarized the technique: “Mul-
timodal, I like it the best. It was fast, accurate, and it was 
also fun to use it. No downsides.” 

Finally, we asked if participants had any worries related to 
the technology and the techniques that allow transferring 
content to a personal device that remains in a pocket. Three 
participants were generally worried about shoulder-surfing, 
i.e., others seeing what content they are interested in. How-
ever, all three mentioned that they would not be worried if 
they were using gaze. Another three were worried about data 
security in some form. Two participants wondered if the sys-
tem could be exploited to share malicious content. 

DISCUSSION 
All pocket transfer techniques reached fast completion times 
in both single-item and multi-item scenarios, and achieved a 
high user experience. As study participants pointed out, 
keeping the mobile device in a pocket is very useful with all 
techniques (md = 7), and 14 out of 15 interviewees explicitly 
remarked that this feature is useful and convenient. In addi-
tion, 10 out of 15 interviewees described QR codes as cum-
bersome due to requiring manipulation of the mobile device.  

Some existing content transfer studies report selection times 
that are comparable to those of the pocket transfer techniques 
[5,21]. However, the strength of pocket transfer techniques 
is in that the preparation for the interaction is greatly miti-
gated, and therefore we argue that pocket transfers would 
outperform these techniques in a real situation. 

It is worth noting that techniques that require holding the mo-
bile device allow for other interactions that pocket transfers 
could not achieve; however, we argue that for one-way trans-
fers, especially if such transfers are done frequently, our pro-
posed techniques outperform other current solutions. We 
also note that despite somewhat negative feedback, the ben-
efit of QR codes is that scanning a code with a mobile device 
is not tied to any system or infrastructure. Therefore, QR 
codes may be useful in one-time use scenarios, wherein users 
might not bother installing a mobile application to enable 
pocket transfer interactions. 



Based on the study results and the discussion above, we for-
mulate our first design implication: 

We also want to make a larger point regarding evaluation of 
interaction techniques. In this study, we utilized study tasks 
which included participants approaching and leaving the dis-
play, in addition to the actual content transfer, and included 
both single and multi-item transfer tasks. In other words, we 
accounted for the preparation for the interaction as well as 
the immediate steps after the interaction. Most existing stud-
ies leave these phases out of their tasks and therefore the 
evaluation of their techniques. For instance, content transfer 
studies use tasks that only begin when the user is already in 
position, holding the mobile device, and ready to interact, 
therefore not accounting for the time and effort it takes to 
reach this state in the first place [e.g., 2,7,16,17,29].  

We argue that our dynamic study tasks have two significant 
implications. First, this approach is a viable way to fairly 
compare techniques that span across different modalities, 
and techniques that might require different preparational ac-
tions. For instance, using this approach, we discovered that 
while the selection times with mid-air gestures were expect-
edly slower than with touch, mid-air gestures reached com-
parable speed for single-item transfers because the distance 
to the display was different between the techniques. Second, 
including the full process results in a more realistic user ex-
perience and therefore more ecologically valid feedback. 

The importance of such approaches is further highlighted 
when we move towards more seamless interactions with 
technology. The advantages of future interaction techniques 
do not necessarily lie in the so-called direct interaction phase 
[18,33], but rather, in alleviating the steps to prepare for the 
interaction, or even skipping them completely. 

Based on the discussion above, we formulate a recommen-
dation for future user studies: 

Next, we summarize and discuss the results for each pocket 
transfer technique. 

Touch 
Touch was the fastest technique in both single-item and 
multi-item scenarios as well as individual selection times. 
Despite it being the most traditional way of interaction, many 
users felt most comfortable using Touch, primarily attrib-
uting it to stability and familiarity. Participants also stated 
that they would simply assume that an interactive display 
would work by touching it. 

Many users felt Touch makes it easy to observe what content 
is being transferred. Many also made remarks about not 
wanting to touch a potentially dirty display, which has been 
reported by previous work as well [25]. 

Touch was evaluated very suitable for both single-item and 
multi-item transfers. However, due to the threat of shoulder-
surfing, participants were somewhat worried about using 
Touch in public when other people are present. 

Mid-Air Gestures 
Mid-air gestures were, together with Touch, the fastest tech-
nique for single-item transfers. While being slower in selec-
tion time, Gestures greatly benefit from not having to walk 
up to the display. With only 2 meters from the display, Ges-
tures already reached comparable efficiency with Touch. To 
our knowledge, we are the first to reach such an estimate on 
a distance threshold, after which Gestures would become the 
most efficient interaction technique for quick sessions. This 
benefit was also noted by participants in the interview. 

However, mid-air gestures were not seen as suitable for long 
interactions as the other techniques. Acquiring the target 
with mid-air gestures is slower than with the other tech-
niques, and users may also suffer from fatigue in prolonged 
interactions [8]. Consequently, the benefit of not having to 
walk to the display diminishes in longer interactions. How-
ever, with a few participants, the performance of the Kinect 
sensor was unstable, resulting in jittery interaction, which 
was reflected in their feedback. 

Gestures were also not seen as suitable for very crowded 
spaces. Contrary to Touch, wherein users were worried about 
others seeing what content they interact with, with Gestures, 
they worried more about drawing attention to themselves, as 
already pointed out by earlier work [23]. 

Gaze 
In contrast to prior work that found gaze faster than many 
other modalities [24,27], Gaze was the slowest pocket trans-
fer technique. This is likely due to the uniqueness of the con-
tent transfer context, in which users need to position them-
selves within the tracking area, and signal the transfer com-
mand in two steps. Changing the dwell time would present a 
trade-off between accuracy and transfer time. Nonetheless, 
Gaze was most commonly perceived as being fast. We attrib-
ute this to the nature of gaze dwell – users do not necessarily 
perceive “looking” as interaction [4]. Participants evaluated 

Design Implication 1: Pocket transfer techniques are fast 
and convenient regardless of modality, and should be con-
sidered especially for frequent users when designing con-
tent transfer systems. 

Design Implication 2: Touch should be used when the 
display is reachable and when familiarity and efficiency 
is important, or when it is unclear how the display will be 
primarily used.

Design Implication 3: Mid-air gestures should be used 
in calm spaces where people are not always around, 
where people are expected to transfer single items, or 
where the display is not along the primary walking paths. 

Study Design Recommendation: Interaction techniques 
should be evaluated with various realistic tasks that in-
clude preparation for, and halting of, the interaction, espe-
cially when different modalities are compared. 



Gaze as more suitable for short than long interactions, as us-
ing Gaze for an extended period can be tiring [11]. 

Gaze was perceived very suitable for public spaces (md = 7), 
performing significantly better than the other techniques in 
this regard (md = 5). As participants pointed out, interacting 
with gaze does not look any different from simply observing 
the display, creating a stronger sense of privacy. A related 
benefit of gaze is that it is completely hands-free, even more 
so when the recipient mobile device can remain in a pocket. 

Multimodal 
Multimodal was the second slowest pocket transfer tech-
nique for single item tasks; however, for multi-item tasks it 
was the fastest technique together with Touch. Multimodal 
was evaluated to be a suitable technique for both single-item 
and multi-item transfers. 

Selecting the target with gaze and confirming the transfer 
with a grab gesture gained positive feedback and performed 
efficiently. That said, there is much room for improvement. 
Gesture recognition was not always stable, and participants 
often had to repeat the grab gesture before it was recognized. 
Similar to Gaze, Multimodal suffered from the small interac-
tion area, as users had to position themselves carefully. As 
sensing technologies continue to advance [12], Multimodal 
has a high potential to be a very fast technique, as even in its 
current form its performance was comparable to Touch. 

Similar to Mid-air gestures, participants were somewhat 
worried about the expressiveness of Multimodal. When us-
ing Multimodal, we asked users to raise their hand up to 
make sure the sensor recognized the grab gesture reliably. 
With more advanced technology, the multimodal approach 
could be used in a subtle, unnoticeable manner. For instance, 
users could make the grab gesture against their upper body 
to hide it from others. 

FUTURE WORK 
An interesting proposal for future work is how the described 
techniques could work in parallel. As we found in this study, 
numerous factors (personal and external) affect the users’ 
preferences, and therefore multiple techniques should be 
available. Prior work has already investigated transitioning 
between mid-air gestures and touch [21]. However, how 

gaze, and above all, multimodal techniques, could be incor-
porated without interfering with other techniques would be 
worthwhile to investigate in the future. 

In addition, especially considering automatic user-mobile 
pairing as well as transferring content from public to per-
sonal devices, a multitude of concerns related to privacy, 
data security, and interaction in public are likely present. We 
asked participants about their potential worries, and while 
said topics were raised by a few participants, no shared, ma-
jor concerns were identified. Nonetheless, we primarily fo-
cused on interaction and performance, and therefore any re-
lated concerns should receive more attention in the future. 

CONCLUSION 
We presented Pocket Transfers: interaction techniques that 
allow content being transferred from a situated display to a 
personal mobile device, while keeping the mobile device in 
a pocket or bag throughout the interaction process. In a 20-
participant user study, we evaluated four techniques employ-
ing touch, mid-air gestures, gaze, and a multimodal tech-
nique combining mid-air gestures and gaze, and compared 
them to QR codes, which served as a baseline condition. 

We found that pocket transfers are fast and convenient across 
different modalities and designs. Users highly appreciate not 
having the manipulate the mobile device, independent of the 
technique used. Touch and Mid-air gestures were the fastest 
techniques for quick interactions wherein only a single con-
tent item is transferred. Touch and Multimodal were the fast-
est techniques for interactions wherein multiple items are 
transferred. For situations where other people are present, 
Gaze was the most preferred technique due to its subtlety. 

Our work is useful to researchers and practitioners in a mul-
titude of ways. First, we showed that content transfer meth-
ods where the recipient device remains in a pocket are gen-
erally fast and useful, and are therefore a solid consideration 
for a variety of content transfer systems. Second, we pre-
sented four designs for state-of-the-art pocket transfer tech-
niques employing three different modalities as well as a com-
bination of two modalities. Third, we recognized strengths 
and weaknesses for each technique, and presented guidelines 
to help researchers and practitioners choose the most suitable 
modalities and techniques for their content transfer systems.  

Finally, we presented a novel user study design, wherein par-
ticipants completed tasks that included the full interaction 
process, including preparation for, and halting of, the inter-
action. This way, we argue we reached more ecologically 
valid results. We encourage researchers to utilize such ap-
proaches in future studies. 
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Design Implication 4: Gaze should be used in crowded 
spaces where sensitive content might be available (e.g., 
selections might imply political interests [32], or contain 
personal information), or where users are expected to 
carry items (e.g., a drink or a bag). 

Design Implication 5: Multimodal should be used when 
users are expected to transfer multiple items, and when 
the display is unreachable. In crowded spaces, the design 
should allow subtle gestures (e.g., against the body) when 
confirming content transfers to avoid drawing attention. 
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