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Abstract. As AR guidance technologies advance, delivering clear and
effective instructions remains a key challenge. Audio-only guidance can
lead to misunderstandings and increase cognitive load. This study in-
vestigates whether adding visual elements (text or symbols) to audio
instructions on AR glasses improves user performance and experience.
In a user study (n = 9), participants completed drawing tasks under
three conditions: Audio, Audio+Text, and Audio+Symbols. We measured
task time, accuracy, replay count, and user satisfaction via the UEQ-S.
Both augmented methods significantly reduced replays and improved sat-
isfaction compared to audio-only, while task time and accuracy remained
similar. Text and symbols proved equally effective, offering flexible op-
tions for AR instruction design.
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1 Introduction

As augmented reality (AR) becomes more widespread, presenting information
clearly without overwhelming users is essential. AR headsets require users to
split attention between real and virtual environments, increasing cognitive load
and impacting performance [7]. To address this, researchers have integrated
speech recognition (SR) with AR to convert spoken instructions into visual con-
tent. However, few studies have systematically compared how different visual-
izations affect performance and user experience when paired with audio. This
study examines whether augmenting audio instructions with text or symbols
on AR glasses improves task performance and user satisfaction over audio-only
guidance. We investigate (1) the overall impact of visual augmentation and (2)
whether text or symbols are more effective. Participants completed drawing tasks
under three conditions: Audio, Audio+Text, and Audio+Symbols. We measured
task time, replay count, accuracy, and user satisfaction (UEQ-S). Both visual
methods significantly reduced replay rates and were rated more favorably than
audio-only instructions, though task time, accuracy, and differences between
the two visual methods were not statistically significant. These findings suggest
visual augmentation enhances clarity and satisfaction in AR without affecting
efficiency, offering flexible design options for AR instruction systems.
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2 Related Work

2.1 Integration and Application Scenarios of AR and SR

In education, several projects have demonstrated the benefits of combining AR
and SR for language learning. For example, Wibowo et al. [17] developed an AR-
based English learning tool for children aged 6-10, featuring 3D virtual objects
and real-time pronunciation feedback.

Similarly, Tsai [14] showed that mobile AR paired with SR significantly im-
proved oral English skills and learning perceptions in a study with 90 university
students. Che Dalim et al. [2] also found that AR systems with speech input
helped 120 young learners improve vocabulary acquisition, task completion, and
enjoyment compared to traditional methods.

Beyond education, AR-SR systems have also been developed for communi-
cation support. Mirzaei et al. [8] created an AR tool for the deaf and hard of
hearing, using SR to transcribe speech into real-time text near the speaker’s
face. This was well-received as an alternative to sign language.

Likewise, Watanabe et al. [15] developed smart glasses with multiple micro-
phones to enhance voice direction detection and display transcribed speech with
over 90% accuracy in controlled settings.

The integration of AR and SR has proven beneficial in education and ac-
cessibility, however, research focused on task performance or related to radio
communication remains limited.

2.2 Enhancing Text Visibility in AR Interfaces

Existing studies have investigated the impact of font types, color contrast, text
placement, and layout adaptability in AR environments. Gabbard et al. [5]
noted the lack of standardized design guidelines for AR user interfaces. How-
ever, progress has been made through individual studies.

For example, Agi¢ et al. [1] and Gattullo et al. [6] found that high-contrast
combinations, such as white text on black or blue backgrounds, significantly
improve legibility. They also recommended adding billboard backgrounds to im-
prove readability against complex scenes.

Further research by Erickson et al. [3] showed that positive contrast (light text
on dark backgrounds) is generally preferred, as it supports better physiological
comfort on optical see-through displays.

Text placement has also been a focus. Rzayev et al. [10] compared three po-
sitions (top right, center, bottom) and two presentation styles for see-through
smart glasses. Their study revealed that top-right placement resulted in lower
comprehension and higher workload, while center placement demanded full at-
tention, making it unsuitable for multitasking.

A dynamic approach by Orlosky et al. [9] adapted text placement based on
lighting, aiming to mimic natural user behavior by placing text in darker visual
areas. However, Klose et al. [7] critiqued this method for violating consistency
in information presentation. They suggested placing text at the top in cluttered
environments and at the bottom when more sustained attention is required.
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3 Methodology

This study investigates how different methods of delivering instructions affect
task performance and user satisfaction when using AR glasses. To isolate the ef-
fects of instruction delivery without the limitations of current speech recognition
(SR) systems, a ‘Wizard of Oz’ approach was used [11]. Participants received pre-
recorded audio instructions along with pre-written text, simulating the output
of a real-time SR system. The study aimed to answer two research questions:

RQ1 How does the addition of text-based visual instructions to audio guidance
on AR glasses impact user performance and satisfaction?

RQ2 In the context of AR visually assisted tasks, how do text-based instructions
compare to symbolic representations in terms of performance and preference?

We used a within-subject design, with each participant completing tasks under
three conditions: Audio: Only audio instructions through AR glasses speakers,
Audio+Text: Audio instructions plus corresponding written text, and Audio+
Symbols: Audio instructions plus symbolic representations of each step instead
of full sentences. These visuals are grounded in prior research suggesting that
symbols can enhance comprehension, particularly in constrained or cross-cultural
settings [12, 13, 16]. Participants performed drawing tasks on an iPad using an
Apple Pencil. Each task involved drawing and erasing horizontal, vertical, and
diagonal lines on a 20 x 20 grid, resulting in an abstract geometric shape (see
Figure 1a). To control for learning effects, three distinct drawing patterns were
created, each requiring twelve steps with equal complexity but differing in shape
and sequence. In all conditions, participants could navigate between or replay
instructions using arrow keys on a keyboard. The order of conditions was coun-
terbalanced using a Latin square. Performance metrics included task completion
time, replay count, and drawing accuracy, measured via image comparison. To
assess subjective feedback, participants completed the short User Experience
Questionnaire (UEQ-S) after each task.

Apple iPad Pro 11inch XReal Air 2 Pro

with Drawing Task ‘
- -——
N
. Apple Pencil
S
Keyboard for ey
9 |

Laptop for
Rendering

| XReal Beam

(a) Sketch of the setup (b) The real setup

Fig. 1: Study setup



4 Hein et al.

From (14,0) draw a 3 cm vertical line down (14,0) | (14,3) — (20,3)
and then a 6 cm horizontal line to the right.

(a) Audio+Text (b) Audio+Symbols
Fig. 2: AR display content (black appears transparent within the AR glasses)

3.1 Apparatus

The study setup, shown in Figure 1, included an iPad Pro (11 inch) and an Apple
Pencil for the drawing task. Audio instructions and visual content were delivered
through XReal Air 2 Pro AR glasses with built-in speakers. These glasses were
connected to the XReal Beam, which linked to a computer to project screen con-
tent spatially. A keyboard allowed participants to navigate between instructions
using arrow keys. We developed a custom Unity application to present instruc-
tions in different formats on the AR glasses (see Figure 2). White text is placed
head-locked in the upper middle section of the visual field to remain clearly visi-
ble without obstructing the drawing task [10, 7, 3]. In the Audio+Symbols condi-
tion, we used a minimal set of task-specific Unicode icons designed for clarity and
spatial guidance (‘““—1—] /"N "\/,*x’ for erase). Symbols were based on com-
mon interface and signage conventions, but no formal validation was conducted.
We generated audio files for spoken instructions using the tool ‘Voicebooking’®.

3.2 Procedure

The study followed the process shown in Figure 3. Upon arrival, participants were
briefed on the tasks and data collection, completed a consent form, and filled
out a demographic questionnaire (age, gender, visual conditions, AR familiarity).
They sat down at the desk, put on the AR glasses and received general drawing
instructions. A five-minute practice session ensured they were comfortable with
the tools and task format. During the experiment, participants completed draw-
ing tasks under the three instruction conditions in counterbalanced order. Each
task involved twelve instructions to draw and erase lines. After each task, par-
ticipants completed the UEQ-S to evaluate the instruction method. At the end,
they ranked the methods by preference, gave optional feedback, and provided
personal details for compensation. Sessions lasted about 45 minutes.

3 https://wuw.voicebooking.com/
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Fig. 3: Study procedure
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3.3 Participants

Participants were recruited over a two-week period. Recruitment methods in-
cluded emails through the central information service of our university, as well
as invitations on university’s Slack channel. Participants were reimbursed with
a compensation of 12 Euros. Participants were required to have no major visual
impairments and not to wear glasses. However, they were eligible to participate
if they wear contact lenses. The study had 9 participants. 6 of them identified
as female and 3 as male (Age Mean = 23.11, SD = 0.56). 5 participants had
corrected eye sight, 2 participants had not corrected full eye sight, and 2 partic-
ipants reported their eye sight as ‘unknown’. 5 out of 9 participants reported to
have no experience familiarity with AR or VR technologies and the remaining 4
participants rated their familiarity as ‘minimal experience’.

3.4 Limitations

This study used a Wizard of Oz setup to simulate speech recognition (SR),
enabling consistent, error-free instructions. While this isolates the effect of visual
augmentation, it omits real-world SR challenges like delays and noise, limiting
ecological validity.

The small, homogeneous sample (n = 9) reduces statistical power and gener-
alizability. Some participants lacked corrected vision, which may have impacted
their ability to interpret visual content, especially symbols.

Symbols were not formally validated, and some confusion was reported, sug-
gesting a need for user-centered design in future work. The drawing task offers
control but may not reflect the complexity of real-world AR scenarios such as
industrial or educational applications.

Finally, the image comparison method for accuracy was overly sensitive to
minor misalignments; more robust metrics should be considered in future studies.

4 Results

4.1 Objective Data Analysis

The small sample size resulted in a non-normal distribution of the data, therefore
we performed a non-parametric Friedman’s test to test the significance of the
differences. Additionally, we applied Wilcoxon signed-rank test with Bonferroni
correction for the post-hoc analysis [4].

Task Completion Time. We compared the median completion times and in-
terquartile range (IQR). The Audio method had a median of 303.81 seconds with
IQR = 126.70, indicating a relatively consistent time range among participants.
The Audio+Text method showed a slightly lower median completion time of
280.84 seconds, with a wider variability (IQR = 165.57). The Audio-+Symbols
method had a median of 286.43 seconds and an IQR of 150.58. We conducted a
Friedman test, which revealed no statistically significant difference in completion
times across methods (p = .45).
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Replay Count. During task execution, we tracked if participants would replay
or revisit instructions. We analyzed the sum, median, and interquartile range
(IQR) of this data. The Audio condition resulted in 54 total replays, with a
median of 5 and an IQR of 5, indicating high replay frequency and variability.
Audio+Text showed the lowest replay rate, with only 2 total replays, a median
of 0, and no variability (IQR = 0), suggesting consistently clear instructions.
Audio+Symbols had 11 replays in total, a median of 1, and an IQR of 2, reflecting
moderate replay rates and variability.

Friedman’s test confirmed a significant difference between conditions (p =
.0006). Wilcoxon signed-rank tests showed significantly fewer replays for Au-
dio+Symbols (p = .01) and Audio+Text (p = .0039) compared to Audio-only.
However, the difference between Audio+Text and Audio+Symbols was not sta-
tistically significant (p = .07).

Accuracy. We measured accuracy as the percentage overlap between partici-
pants’ final drawings and the original, reflecting how closely they followed in-
structions. To remove gray grid lines, we applied a binary threshold, isolating
drawn lines. An erosion filter (9x9 kernel) increased line thickness to account
for minor pixel misalignments. Accuracy was then calculated as the percentage
of overlapping black pixels between the reference and participant drawings.

The Audio condition had a median accuracy of 61.93% (IQR = 13.31),
Audio+Text showed slightly higher accuracy at 64.7% with lower variability
(IQR = 5.37), and Audio+Symbols had a median of 62.49% (IQR = 12). Despite
minor differences, Friedman’s test showed no statistically significant differences
among conditions (p = .64).

4.2 Subjective Data Analysis

Subjective data is based on the responses from the UEQ-S, where users evaluated
the different aspects of the three conditions. Additionally, we collected feedback
on users’ preference rankings of the three instruction methods and their reason-
ing behind these statements.

Pragmatic Quality  Hedonic Quality Overall pragmatic Quaity  Hedonic Quality overall Pragmatic Quality  Hedonic Quality overall

(a) Audio (b) Audio+Text (¢) Audio+Symbols

Fig. 4: UEQ-s results with pragmatic, hedonic and overall qualities for each condition
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Table 1: Post-hoc test results for each UEQ-S attribute (p < .0166 marked with *)

Audio vs Audio vs Audio+Text vs
Audio}Text Audio+Symbols Audio+Symbols
Supportive/Obstructive .0078 * .03 .21
Easy/Complicated 0117 0117 * 1.0
Efficient /Inefficient .0078 x .0078 .08
Clear /Confusing .0039 » .03 .44
Exciting/Boring .03 .09 1.0
Interesting/Not Interesting|.0164 x .02 .32
Inventive/Conventional .21 .07 .58
Leading Edge/Usual .07 11 .70

UEQ-S. As shown in Figure 4, Audio+Text and Audio+Symbols received sig-
nificantly higher user experience ratings than Audio. The Audio method scored
poorly, with mean pragmatic and hedonic ratings of -0.77 and -0.30, respec-
tively (overall: -0.54). In contrast, Audio+Text scored 1.83 for pragmatic quality
and 1.25 for hedonic quality, while Audio+Symbols scored 1.77 and 1.30, respec-
tively. Both augmented methods had an overall rating of 1.54, indicating ‘Good’
to ‘Fxcellent’ perceived quality.

Table 1 summarizes the results of the Wilcoxon signed-rank post-hoc tests,
comparing each condition across all UEQ-S attributes. Significance is indicated
by p-values below the Bonferri corrected significance level (p = .0166). Sup-
portiveness: Audio+Text was rated significantly more supportive than Audio
(p = .0078); no significant differences between other pairs. Ease of Use: Both
augmented methods were rated significantly easier than Audio (p = .0117); no
significant difference between them. Efficiency: Both augmented methods out-
performed Audio (p = .0078); again, no significant difference between them.
Clarity: Audio+Text was received significantly clearer than Audio (p = .0039);
differences with Audio+Symbols were not significant. For Fxcitement, augmented
methods received higher ratings, but the difference was not statistically signif-
icant (p = .066). Regarding Interest, Audio+Text was rated significantly more
interesting than Audio (p = .0164). For both Inventiveness and Leading-edge,
the augmented methods were rated higher, but differences were not statistically
significant (p = .11 and p = .28, respectively).

Overall, participants found the augmented methods more supportive, easier,
and clearer, with Audio+Text slightly favored, though not always significantly,
over Audio+Symbols.

Ranking and Feedback. Audio+Text and Audio+Symbols were most pre-
ferred, each ranked first by 4 out of 9 participants, while Audio was least fa-
vored, ranked last by 5 participants. Notably, Audio+Text was never ranked
last. Feedback showed that symbols were concise and helpful for spatial guid-
ance but sometimes confusing due to mismatches with the audio. Audio+Text
was praised for its clarity and alignment with audio, making it easier to follow.
While some appreciated the coordinate information, others found it mentally
taxing. Overall, Audio was seen as the least effective due to the lack of visual
support.
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5 Discussion

This study examined whether augmenting audio instructions in AR with text
or symbols improves task performance and user satisfaction. Both visual meth-
ods significantly reduced instruction replays and improved subjective experience
compared to audio-only guidance, though no significant differences were found
in task time or drawing accuracy.

RQ1: Visual augmentation improves perceived clarity and satisfaction
without affecting task efficiency. Participants rated both augmented condi-
tions as more supportive, efficient, and easier to follow than audio-only guidance.
Text was slightly preferred for its alignment with spoken instructions, while sym-
bols were appreciated for compactness and spatial cues, though occasionally seen
as unclear when not well matched to audio.

RQ2: No significant difference between text and symbols, though text
was favored for clarity. Although performance metrics did not differ signifi-
cantly, users preferred text for its semantic precision. These findings align with
prior work showing that visual text improves clarity and reduces cognitive load
[7, 3, 6, 1], while symbols can support spatial understanding but risk ambiguity
without careful design [12, 13|. The lack of performance gains echoes studies
suggesting these may only emerge in more complex or sustained tasks [17].

The Wizard of Oz setup ensured consistency but excluded real-world SR
issues like latency and errors, limiting ecological validity. The small, homogenous
sample (n = 9) further reduces statistical power and generalizability, possibly
obscuring differences between visual methods. Uncorrected or unknown vision
among participants may have also influenced perception of visual cues.

Symbol clarity was another limitation—icons were not validated, and some
participants reported confusion. Future work should include user-centered sym-
bol design and validation. The drawing task, while controlled, may not reflect
real-world AR use cases; future studies should examine instruction support in
applied settings like manufacturing, education, or remote collaboration. Addi-
tionally, eye-tracking could help reveal how users engage with visual cues during
tasks, offering deeper insight into the mechanisms behind observed benefits.

In sum, visual augmentation improves instruction clarity and user satisfaction
in AR without adding cognitive load. However, these results are preliminary.
Larger, more diverse studies, with validated visuals, live SR integration, and
gaze analysis, are needed to confirm and extend these findings.

6 Conclusion

This study found that augmenting audio instructions with text or symbols in AR
significantly reduced replays and improved user satisfaction, with no impact on
task time or accuracy. Both visual methods performed equally well, offering flex-
ibility for design based on context and user needs. Future research should explore
more complex AR tasks, diverse user groups, and real-time speech recognition
to better reflect real-world conditions.
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