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ABSTRACT
Public displays have advanced from isolated and non interac-
tive ”ad” displays which show images and videos to displays
that are networked, interactive, and open to a wide variety of
content and applications. Prior work has shown large poten-
tial of user-generated content on public displays. However,
one of the problems with user-generated content on public
displays is moderation as content may be explicit or trouble-
some for a particular location. In this work we explore the
expectations of users with regard to content moderation on
public displays. An online survey revealed that people not
only think that display content should be moderated but also
that a delay of up to 10 minutes is acceptable if display con-
tent is moderated. In a subsequent in the wild deployment
we compared different moderation delays. We found that a
moderation delay significantly decreases the number of user-
generated posts while at the same time there is no significant
effect on users’ decision to repeatedly post on the display.
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INTRODUCTION AND BACKGROUND
Urban spaces are getting crowded with public displays [5],
from small screens showing menus in bars to large ones cov-
ering an entire building facade. Although they are mainly
singular installations that show Powerpoint slides and still im-
ages it is not hard to imagine that they will soon be connected
over the Internet, to form a novel communication medium
open to a variety of content and applications − so-called open
display networks [3].
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Previous research has shown content creation to be one of the
crucial problems for public displays and this content is often
expensive, both in terms of human resources and monetary
value [9]. On the other hand creating content for social net-
working services is considered “dirt cheap”, e.g., Twitter re-
ports staggering 340 million tweets that are posted daily. Inte-
grating user-generated content, e.g., tweets, onto open display
networks is a possible solution for content creation in open
display networks and has been explored in prior work [7].
It would also allow public displays to be integrated more
into users’ ”communicative ecology” [6]. Yet, posting user-
generated content on public displays comes with the problem
of content moderation as explicit and inappropriate content
could appear. In addition, posted content might be problem-
atic in other ways for a display’s particular physical location.
For example, previous work reported on inadvertently posted
corporate information [2].

Prior research suggests different ways of moderating public
displays content, including pre-moderation [10], post moder-
ation [2, 4], and moderation based on audience feedback [1].
However, these works only applied a certain strategy with-
out closely investigating the effects. In our work we aim
to gather an in-depth understanding of pre-moderation as we
believe this to be a central prerequisite in open display net-
works to encourage display owners to allow user-generated
content. Prior work looked at the impact of labelling con-
tent [8] whereas we focus on the delay times caused by the
review process. We believe this to be a major challenge with
pre-moderation. The fact that posts do not appear instantly
raises the following questions: (1) What do users expect when
their content appears? (2) What effect does the delay cause?
(3) How can the user be notified that content is under review
and when it will appear? If a system fails to address these
challenges, users will wonder where the problem occurred
and either resend the content or stop using the display.

To investigate pre-moderation of content on public displays
we conducted two studies. First, we distributed a survey that
investigated users’ expectations of optimal timing for con-
tent that is pre-moderated. We found 10 minutes to be an
acceptable delay for more than 70% of the users. Within
this time-frame different forms of content moderation are
possible, including (a) automatically, (b) by the owner, or



(c) crowdsourcing-based approaches. We then developed an
application allowing people to send tweets to a public display
network. We deployed the application in the wild on five con-
nected displays and inferred an artificial delay to investigate
the effect of different pre-moderation mechanisms.

The contribution of the work is twofold. First, we report on
user preferences for content upload waiting time on public
displays (a) with and (b) without moderation. Our results
show that if users are aware of moderation, more than half of
them is even willing to accept delays of one hour or more. For
applications that do not communicate the moderation process,
a delay of up to 10 minutes is still acceptable for the majority
of the potential users. Second, we provide insights about the
effect of a moderation delay on users’ behavior. Through an
empirical study we found that even short waiting times of 90
seconds can confuse users. Furthermore, we show that the
longer the delay time the less posts appear on a display. Fi-
nally, the delay time seems to not influence a user’s decision
to continuously post to a display.

STUDY I: ONLINE SURVEY
To learn about potential users’ expectations towards content
moderation for open display networks we distributed an on-
line questionnaire. We were mainly interested in the expec-
tations of people that have no previous experience with pub-
lishing user-generated content on public displays to be able
to later contrast the results with the actual behavior in front of
public displays.

Method
We prepared the questionnaire using our LimeSurvey server.
The questionnaire consists of three pages. After an introduc-
tion to public displays and user-generated content on the first
page, the second page asks about basic demographics and if
the person ever published content on a public display or even
operates one. The third page asks participants if content on
public displays should be moderated; if participants expect
that a message they post to a display would appear instantly;
if they expect a delay prior to showing the message and which
delay is acceptable. Since no prior in-depth investigation on
delay times exists (prior research that comes closest to inves-
tigating delay times simply classified them as “fast” or “slow”
[11]), we came up with concrete values that we felt would
best reflect a user’s expectations.

We distributed the questionnaire through our university’s
mailing list, our social network, and our research projects’
mailing lists. In total, 114 participants completed the ques-
tionnaire. 50 participants are female and 64 are male. On
average they are 24.10 years old (SD=4.54). 89 participants
are students with a variety of majors including computer sci-
ence, biology, and medicine.

Results
101 participants never posted content on a public display or
operated one. 10 participants used research prototypes or in-
stallations in museums to post content on public displays and
7 participants operate, maintain, or work with public displays.
We excluded the 13 participants that had previous experience
with public displays from further analysis.

Figure 1. The acceptable delay for messages to appear when posting
messages on a public display without or with moderation.

83% of the participants agree or strongly agree with the state-
ment that a moderation or control process for content on pub-
lic displays is necessary to avoid misuse. The average level
of agreement is 4.22 (SD=1.05) on the 5-point Likert scale
(1=don’t agree at all, 5=totally agree). With an average of
3.89 (SD=1.08) on the 5-point Likert scale most participants
agree with the statement that they expect posted messages to
appear on a display instantly (81% agreed or strongly agreed).
Asked about the acceptable delay (see Figure 1), 48% state
that only a delay of 1 minute is acceptable if there is no con-
tent moderation. Another 30% think that a delay time of up to
10 minutes is still acceptable. If there is content moderation,
59.4% of the participants would accept a longer delay. 55.5%
would even accept a delay of one hour or more.

Discussion
The results indicate, that communicating the fact that a dis-
play is moderated overall leads to an increase of the accept-
able delay. Yet, a challenge in open display networks may be
the fact that moderation is handled differently across displays,
even if running the same application. For example, a digital
bulletin board may be globally available for use on public
displays but then, supermarkets running the application may
require moderation whereas universities may not. This raises
the need to understand, how to employ content moderation
without the user being aware of it.

We see different opportunities to enable pre-moderation of
open display content within a time frame of 10 minutes. First,
posts could be checked automatically (less than one second)
by searching for explicit keywords and potentially banning
the content from publication. Second, display owners may
employ dedicated moderators to instantly approve or reject
content by manually checking incoming items (i.e., within 30
seconds). Third, display or space owners may decide to out-
source the reviewing task via crowdsourcing platforms such
as Mechanical Turk. We believe that in such cases a response
time of 90 seconds is feasible. In the following we explore
these options by means of a real-world deployment.

STUDY II: IN THE WILD DEPLOYMENT
We implemented a web-based app displaying tweets which
mention the display network’s Twitter profile. In this way
people can post text and images to the display by adding the
network’s Twitter id to a tweet.



Figure 2. The five display locations with the running display client. Locations included entrance areas, cafeterias, and coffee kitchens.

The display client is depicted in Figure 2. It runs in a full
screen browser and shows the 12 most recent tweets in a 3x4
grid in portrait and a 4x3 grid in landscape mode. The Twitter
id to tweet to is displayed below the grid. If a tweet only
contains text we just render the text and if it contains a link
to a photo only the photo is shown. Each tweet is logged in a
database together with a timestamp and the user’s Twitter ID.
If a tweet contains a link to a photo we also store the photo
in the database. Hence we cannot only easily exclude explicit
tweets but we can later contact the poster via his or her ID,
e.g., to send an online survey.

The display client polls new tweets from the database every
1000ms. We do not provide any other interaction than show-
ing the messages posted on Twitter to keep the application
simple and concentrate on users’ reactions to delays caused
by moderation.

Deployment Setting
We deployed the web-client on five displays across our cam-
pus where it ran 24/7 for the duration of 2 months (June–July
2013). All content appeared simultaneously on all five dis-
plays. Two displays were installed in the entrance area of
faculty buildings and in close proximity to lecture theaters. A
third display was deployed in the vicinity of a coffee kitchen
shared by two research groups in one of the university build-
ing. The fourth display was deployed in a university cafeteria.
The display was mounted on the wall in close proximity to ta-
bles but was visible from almost any location inside the cafe-
teria. The last display was located in the main canteen build-
ing of the university with a throughput of several thousand
people per day. The display stood at the intersection of two
aisles with tables in the vicinity. Passersby for all displays
were both university employees as well as students attending
lectures and courses. Figure 2 depicts the five locations.

According to the previously mentioned options for pre-
moderation, we configured our display application to sup-
port a 0, 30, and 90 seconds delay. The time intervals were
changed every 2 hours. Lectures on campus follow a cen-
tralized schedule which allowed us to always switch the time
intervals while lectures were in progress. The reason for this
is that most people were present shortly before or after the
lecture as they waited for fellow students. We did not com-
municate the delay times to users simulating pre-moderation
without informing users. During the time of deployment 518
messages were posted by 116 different users.

Questionnaires
Each time a user posted to the display for the first time, we
sent a personalized link to an online questionnaire via Twit-
ter encoding the user ID, the tweet, and the condition in the
link. To ensure that the correct user answered the question-
naire, participants had to enter their Twitter ID as they filled in
the questionnaire. In the questionnaire we first asked partic-
ipants about demographics, previous experience with public
displays, whether they were in front of the display when post-
ing, and whether they waited until their message appeared. In
addition, we were interested in their overall experience.

Out of the 116 people who posted to the display and were
asked to fill in the questionnaires, 2 female and 29 male par-
ticipants replied. They were students or employees at our uni-
versity in different engineering fields (avg. age = 23.71 years,
SD=4.70). 9 participants interacted with a public display be-
fore using our application. 23 participants posted while be-
ing in front of the display out of which 17 waited in front of
the display for their post to appear (48.6 %). 14 participants
posted in the 0-seconds condition, 11 in the 30-seconds con-
dition, and 6 in the 90-seconds condition.

Participants were asked to rate their experience with the ap-
plication. Overall, participants give an average rating of 4.16
(SD=0.90) on a 5-point Likert scale (1=very low, 5=very
high). The average rating after posting in the 0-seconds con-
dition is 4.00 (SD=0.96), 4.55 (SD=0.69) after posting in the
30-seconds condition, and 3.83 (SD=0.98) after posting in the
90-seconds condition. With an average of 3.35 (SD=1.56) on
the 5-point Likert scale most participants agree with the state-
ment that they expect their message to instantly be displayed.

Data Analysis
To understand the effect of moderation times on content be-
havior we analyzed the number of posts as well as how often
participants posted on the display. We considered multiple
consecutive posts by a user that depended on each other (e.g.,
a large picture) as a single post. This resulted in 349 posts
that remained for the analysis. First, we found an increase
in the overall number of posts as moderation time decreases.
During the 0-seconds condition, 150 messages were posted,
compared to 127 in the 30-seconds condition and only 72 in
the 90-seconds condition. The difference is statistically sig-
nificant (χ2(2) = 27.62, p < 0.001) and indicates a strong
effect of moderation delay on number of posts. There was no
significant association between the conditions and whether or



not users posted again (χ2(2) = 0.73, p = 0.76). In the 0-
seconds condition, 43,2% posted once, in the 30-seconds con-
dition 51,7%, and in the 90-seconds condition 43,1%. The
small difference suggests that delay times do not impact on
whether people post again or not.

Observations and Interviews
We observed users of our system during the deployment and
invited seven people who filled in a questionnaire to semi-
structured interviews. We were particularly interested in the
first contact of the people with the display, their first message,
their expectations, and why they decided to post again.

Six of the seven interviewees stated that they did not post
on the first encounter but, instead, first observed the display
and its mechanisms before making the decision to post them-
selves (“My friends posted something first. They took a photo
of themselves and waited in front of the display until the mes-
sage was shown.”–P4). Interviews and observations also re-
vealed that users often were not sure whether the display re-
ally works. They discussed with others if a moderation pro-
cess was in progress, particularly because they felt 90 seconds
were quite a long time for a message to be displayed. As a
result, many of them spent a significant amount of time in the
display vicinity. We observed that people who decided to post
even sat down on the floor in front of the display to be able to
post and observe the display at the same time.

Five interviewees stated that after they verified that the dis-
play is actually working they started to post remotely quite
extensively, i.e. while they were not in the display vicinity.
It seems that people that later frequently post ‘give credit’ to
the display the first time, hence forgiving even longer delays.
This may be an explanation why the delay time does not have
any impact on whether people post or not.

Interviewees also had quite different ideas as to when they
expected the posted content to appear. Whereas two did not
expect any moderation, two others expected moderation and
did not think that their posts would appear instantly.

We also observed a digital honeypot effect where posts com-
ing in on the display as people were watching motivated them
to post themselves, sometimes directly replying to the new
post. This effect seems to also impact on expectations to-
wards content moderation as new posts not only communi-
cate what is appropriate but also that moderation is currently
in progress and new posts can be expected to appear shortly.

DISCUSSION & CONCLUSION
In this paper, we investigate the moderation of user-generated
content on open public displays. We assessed users’ expecta-
tion about content moderation through an online survey and
used an in the wild deployment of a public display network
to compare different moderation delays.

We learned that, in general, most users expect content to be
moderated. Content should appear within one minute with-
out content moderation and within 10 minutes with content
moderation. The in the wild deployment revealed that delay
times caused by content moderation significantly influence
the number of user-generated posts on a display. Hence, for

display applications that aim to maximize the number of peo-
ple posting, post-moderation or automated moderation, for
example through simple keyword spotting, is advisable.

At the same time we discovered no effect on the users’ de-
cision to post – neither for cases where people posted just a
single piece of content nor where they posted multiple times.
We believe the reason for this to be the fact that people try
to compensate for the lack of information on the moderation
process by observing the display prior to posting. Once they
found out about moderation they posted without reservations.

In the future we plan to build upon our findings and investi-
gate different mechanisms that convey (a) how the display is
moderated and (b) what the expected delay time is.
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