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ABSTRACT
The World Wide Web has evolved into a widely used inter-
active application platform, providing information, products,
and services. With eye trackers we envision that gaze informa-
tion as an additional input channel can be used in the future to
adapt and tailor web content (e.g., news, information, ads) to-
wards the users’ attention as they implicitly interact with web
pages. We present a novel approach, which allows web con-
tent to be customized on-the-fly based on the the user’s gaze
behavior (dwell time, duration of fixations, and number of
fixations). Our system analyzes the gaze path on a page and
uses this information to create adaptive content on subsequent
pages. As a proof-of-concept we report on a case study with
12 participants. We presented them both randomly chosen
content (baseline) as well as content chosen based on their
gaze-behavior. We found a significant increase of attention
towards the adapted content and evidence for changes in the
user attitude based on the Elaboration Likelihood Model.
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INTRODUCTION
The Internet has become a platform providing a wide vari-
ety of applications, services, and content such as news, ads,
weather information, and stock trends. These content ele-
ments are often displayed alongside the main content of web
pages and are an important part of many sites’ business model.
However, this content is often ignored by the user as a result
of the banner blindness [6]. Furthermore, the success is diffi-
cult to be measured except for cases where users click.
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Figure 1: Adaptive WebAds: As the user interacts with
the web, his gaze is implicitly monitored, fed back to the
system, and the content is adapted automatically.

Eye trackers have the potential to overcome these issues. We
believe that in the future many personal computers will be
equipped with means for analyzing a user’s gaze information
for implicit interactions with web pages. Even though eye
trackers are currently still expensive, prices may drop once
applications for the mass market become available – similar
to webcams and fingerprint readers which used to be special-
ized and expensive devices not too long ago.

Furthermore, eye tracking can add a new quality to the Web
both for the viewer and the content provider. Since the user’s
gaze path and hence his attention can be measured, content
can be adapted in real time and make websites more attrac-
tive. From the provider side, access to the user’s gaze data
is interesting as it can enhance measuring the success of web
content. Currently, the most popular measures are page im-
pressions (i.e., how often a page is served to the browser) and
the clickstream (i.e., how many users clicked on content). As
the gaze path is available and content users look at can be
identified, a more fine-grained analysis becomes possible.

Access to the user’s gaze behavior is a privacy issue and not
all users may want their gaze data in the hands of the content
provider. We observe that particularly digital natives are will-
ing to share private information and communicate via public
channels (e.g., Twitter). However, mechanisms need to be es-
tablished for commercial use that allow users to define whom
to grant access to this information.



In this paper we aim at answering two research questions.
First, we are interested whether user attention towards con-
tent can be increased by tailoring this content based on gaze
information. Second, we investigate whether there is a cogni-
tive effect of adaptation on the user. In order to exploit this
idea we built a system, that can adapt a web page’s content
elements on-the-fly. Using an eye tracker the system assesses
the viewer’s gaze and then feeds back the information to the
browser (Figure 1). This information is used to adapt the con-
tent on subsequent pages accordingly. In a lab study with 12
participants we let the users surf the Amazon website. We
adapted some of the image elements and measured whether
attention would increase for these, compared to randomly cho-
sen elements. We were able to show a significant increase of
attention. Additionally, we found evidence for the peripheral
route of the Elaboration Likelihood Model [28] implicating
an influence on the user’s attitude.

The contribution of our paper is twofold:

• We introduce the notion of gaze-based adaptation on web
pages and outline how a user’s gaze information can be
used to create adaptive content. To show the feasibility of
this approach, we present a prototype system, which allows
adaptive content to be inserted into web pages on-the-fly
while users implicitly interact with the page.

• We report on an experiment and show that placing adaptive
content based on the user’s gaze information on web pages
impacts on the user’s attention and attitude.

BACKGROUND AND RELATED WORK
Today, a variety of stationary high-precision eye trackers are
commercially available. These are still expensive, but as a
mass-market emerges we envision prices to drop significantly
and the integration with public displays to become feasible.
Current systems support a large freedom of head movement
and allow users to behave naturally. With data rates up to
120 Hz, trackers provide real time information about the gaze
point. Currently, eye tracking systems are mainly found in
labs due to their high price tag. However, a lot of research
has been focused on self-made low-cost eye trackers. Han-
son et al. report on the potential of eye trackers built upon
components off-the-shelf (COTS) [19]. Li et al. developed
the openEyes system [24], an open hardware design with sev-
eral open-source software tools for eye trackers. They showed
how the performance of those low-cost trackers could be in-
crementally improved by replacing parts of the systems with
higher quality components1. Current developments suggest,
that eye tracking systems might be included in standard com-
puters at little or no extra cost in the future as more applica-
tions become available. Modern laptops are already widely
equipped with devices such as webcams or fingerprint read-
ers, which were also specialized and expensive decades ago.

In general, two categories of eye tracking systems can be dis-
tinguished [12] – diagnostic and interactive systems. Diag-
nostic systems focus on the offline analysis of data gathered
from user interaction to evaluate usability or user behavior.
1See also the homepage for the COGAIN Network of Excellence
and the COGAIN Association www.cogain.org.

In marketing, gaze data are particularly interesting, as they
provide insights into visual, cognitive, and attentive aspects
of human performance, as well as how consumers disperse
visual attention over difficult forms of advertising [12]. Fur-
ther research on diagnostic systems includes tools focusing
on web reading. Beymer and Russell present the WebGaze-
Analyzer [4], a tool that supports the collection, analysis, and
re-analysis of gaze data. The WebEyeMapper [34], analyzes
eye tracking data and maps it onto objects on a web page,
making it easy for researchers to comprehend the gaze data
collected. Diagnostic systems are also used to explore user
behavior on the World Wide Web (WWW). A prominent ex-
ample from the field of advertising is the work of Burke [6]
on the usefulness of banner ads and banner blindness.

In contrast, interactive systems focus on how eye trackers can
be used to control applications in scenarios where people are
not able to use other input devices, e.g., a surgeon during
operations. Chen et al. investigate the correlation between
eye and mouse movements [8]. Sibert and Jacob compare
a novel gaze-based object selection technique with conven-
tional selection by mouse [37]. Farid et al. [14] investigate
how eye gaze can be used to control computer displays (e.g.,
navigating within large images or multiple video streams).
More specific to the WWW, tracking gaze interaction on web
pages requires an analysis of the intersection of eye gaze and
the DOM bounding boxes of the viewed web page, as done
by Reeder et al. [34] (offline) and Biedert et al. [5] (online).
Whereas the previous examples are mainly used to explicitly
control a system, researchers also look into how eye track-
ers can be used in an implicit way. The MAGIC pointing
technique [41] is one of the early projects using gaze infor-
mation for positioning the mouse cursor and assisting interac-
tion. Another example is Santella et al.’s [35] application for
photo cropping based on a user’s gaze, which implicitly iden-
tifies regions-of-interest based on fixation data. Buscher [7]
use eye tacking as a data source for realizing attention-based
feedback on subdocument level. As a use case they exam-
ine personalized, context-based query expansion and ranking.
Biedert et al. [5] discuss using gaze data for creating respon-
sive text.

Furthermore, eye trackers have are used to build attentive user
interfaces (AUIs) [38]. These UIs try to manage the atten-
tion of the users through input channels beyond conventional,
explicit channels and bring the right information at the right
time to the user. Computer vision and other technologies can
potentially be used as input channels for AUIs, e.g., the user’s
presence, body posture, head direction, etc. However, the
user’s gaze information is a particularly rich resource. EASE,
described by Wang et al. [40], uses the gaze data to assist
Chinese text entry. Qvarfordt and Zhai [33] developed an
interactive tourist system, which senses user interests based
on eye-gaze patterns and manages data output accordingly.
Drewes and Schmidt [11] enhanced the MAGIC system with
a touch-sensitive mouse to ease the pointing task in graphi-
cal UIs. EyeWindows, presented by Fono et al. [15], is an
attentive windowing technique that uses eye tracking for fo-
cus window selection. Selker discusses the complexity of UI
designs based on simple observations of eye behavior [36].

www.cogain.org


For a framework on increasing attention through AUIs we re-
fer to Vertegaal et al. [39]. In the context of the WWW, pre-
vious work mainly focuses on revealing user interest, e.g., [1,
2, 9]. Analyzing reading behavior provides relatively reliable
results and is studied mainly in the context of implicit search
queries [10, 13, 16, 20]. In contrast, inferring the relevance
of images based on gaze turned out to be challenging and was
only successful under controlled lab conditions [23].

Despite considerable efforts to create attentive UIs based on
the user’s gaze data, approaches so far mainly focus on en-
hancing search queries. Little is known about how gaze-
behavior towards forms of content other than text can be ex-
ploited. To the best of our knowledge this project is the first
approach to use real-time gaze data towards (ad) images with
the aim to increase attention.

GAZE-BASED ADAPTATION ON THE WEB
When observing users in front of screens, it becomes clear
that they are interacting with more than just the provided in-
put devices (e.g., keyboard, mouse). They are often standing
or sitting seemingly motionless while their eyes actively scan
a section of the screen. Eye trackers could retrieve this infor-
mation and allow it to be used in a variety of application do-
mains, both offline and in real-time. The most important ones
include UIs for people with disabilities, market research, ad-
vertising, and usability. For marketing research and usability
engineering, eye trackers are typically used offline, meaning
that experiments are carried out prior to analyzing gaze paths
and behavior. In UIs for disabled persons, eye trackers can
enable gaze-based, real-time interaction. Eye trackers have
already been integrated into eye-typing interfaces, wheelchair
steering systems, or remote controls.

Gaze data can be used for creating adaptive interfaces. Op-
permann defines the term adaptation as a process in which
a system adapts its behavior to users based on previously ac-
quired and processed information about the user [27]. We see
a large potential in adapting content to the attention or even
the interest of the user.

The adaptation can be realized in two ways, by tailoring con-
tent based on (1) previously gathered knowledge, such as a
profile (offline) and (2) current user behavior (real-time). The
first approach (offline) relies upon the identification of the
user and on having access to the previously assessed data.
Such data is provided either explicitly by the user (e.g., a ques-
tionnaire on their interests) or implicitly by collecting data on
the user’s behavior (e.g., encounters at customer touch points,
such as purchases). The second approach (real-time) assumes
that the user’s interest can be predicted from the currently ac-
cessed content (such as Google adSense) in addition to know-
ledge about the current behavior. If the user is, e.g., in an
online shop looking for a specific item or if they write an
email requesting information on a product, providing ads for
similar products is then both feasible and sensible. However,
when the user looks at more generic content, e.g., a news site,
the link to a specific user’s interest is less clear. For exam-
ple, if the user reads about a plane crash on a news site, is
it appropriate to advertise for cheap flights from the similar
airline?

The advantage of the second approach is that the user’s in-
terest is determined in real-time and eliminates the need for
storing personal profiles. We show that furthermore the atten-
tion towards content can be increased and new opportunities
for structuring/selecting information be offered. The follow-
ing scenario points out some of these opportunities.

Scenario – Adaptive Advertisements It is early evening as
Paul arrives at a hotel in Stuttgart for a business meeting
starting the following morning. After checking in, he pre-
pares some slides on his notebook. An hour later he de-
cides to quickly check his email before going out for dinner.
Based on the IP address, the web-based email client detects
that he is in Stuttgart, and pulls some locally relevant ads to
be displayed alongside the inbox. As Paul reads his emails,
his eye catches an advertisement for a Thai restaurant next
to an advertisement for a musical showing in a local theatre.
As he is not really up for Thai food he continues reading
his email. At the same time, the eye tracker recognized that
the Thai restaurant received most of Paul’s attention among
the ads and brings up three more restaurants, including an
Italian Cucina, a German Bar, and a French Bistro. Paul
is a big Pizza fan and immediately clicks the ad of the Ital-
ian restaurant to get further information on directions and
the menu. He receives a coupon that saves him 3 euros on
the Pizza, takes a picture of it with his mobile phone, and
heads for the restaurant.

The scenario can be captured by a real-time analysis of the
user’s gaze input. With gaze information it becomes possible
to obtain the required information on-the-fly and adapt con-
tent instantly and more appropriately. Whereas based on a
click attention (or even interest) can be assumed for one page
only (the page clicked), gaze input can consider any page ele-
ment. The drawback of the gaze method is that the intention
or motivation for the user is less clear. Clicking a content
element is very likely to occur out of interest, but eye con-
tact might be the result of subconsciously scanning the page
and may not be related to the user’s interest. Therefore, per-
ception or even interest for gaze is much more difficult to
determine, as (implicit) interaction only occurs for very short
bursts. Hence, this paper focuses on adaptation based on the
user’s attention rather than on perception or interest. Mello-
Thoms et al. [25] and Hauland [21] shows that the dwell time,
i.e. how long a user looks, could be used to compare attention
distributed between targets.

In the following we look at suitable metrics, formally present
our approach, formulate the hypothesis, and introduce the
Elaboration Likelihood Model (ELM) we used to evaluate
and explain cognitive effects.

Metrics
To analyze the user’s gaze behavior, Poole and Ball [31] iden-
tify different eye-movement metrics. In the following, we
discuss those of interest to our research.

Dwell time (a.k.a. gaze or fixation cluster) The dwell time
(overall gaze duration per user) can be used as a measure
for attention among a set of targets [21, 25]. Yet, no con-
clusion on the interest towards the target can be made.
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Figure 2: Cycle of creating adaptive content.

Number of fixations per target The number of fixations for
a target can be used as a measure for its importance. Hence,
a higher number of fixations indicates that a target (e.g., a
page element) is more noticeable or important to the viewer
than others [30].

Fixation duration The average duration of fixations per
item can be used as an indicator for engagement or for the
difficulty a user faces when extracting information [22].

Approach
As users look at different elements, their eyes are constantly
moving, even if they are not consciously aware of it. With
eye tracking, the user’s focus and the content at this position
can be determined. This information can be used to derive
the attention for a given element. Our general approach for
gaze-based adaptation is as follows (see also Figure 2). First,
a set of content areas potentially attractive to the user needs
to be identified. These content areas can be texts, images,
videos, or animations and may be located in any part of the
screen. Second, an eye tracking system is used to detect the
user’s gaze behavior towards these content areas. This infor-
mation should be monitored in real-time and transferred to a
server-side application. Third, the acquired gaze information
is used to calculate the user’s attention towards each content
area. Fourth, an attention measure is used to determine ele-
ments to be adapted. Steps 2–4 are constantly repeated.

Hypotheses
Based on our approach, the following hypotheses will be an-
swered during research:

Hypothesis 1 – Adapting content towards the users’ gaze
behavior increases their attention.
Today, click streams serve as both a measure for the suc-
cess of web pages and as input data for adaptive content.
With eye tracking we envision to find a means for an on-
the-fly assessment of what attracts the user’s attention and
use it in real time to build attentive systems.

Hypothesis 2 – Adapting content has a cognitive impact
on the user.
We assume that showing attractive content has an effect on
the user engagement or results in a change in attitude.

Effect
In order to understand the effect of our approach on the user,
we draw upon the widely accepted Elaboration-Likelihood-
Model (ELM) [28]. The ELM tries to explain the changes in
a user’s attitude. The model differentiates between two routes
leading to persuasion or elaboration: the central route and the

peripheral route. Which route is taken depends on the user
and the situation they are in. The ELM distinguishes between
two factors: the motivation to process and the ability to pro-
cess. If both factors are true, the central route is taken where
conscious information attainment and processing takes place.
As a result, the average fixation duration as a measure of en-
gagement would increase significantly. If the peripheral route
is taken, unconscious information acquisition takes place. In
this case, advertisers should repeat peripheral cues to achieve
persuasion [29]. Thus, a change in attitude can be accom-
plished through a significant increase in the number of fixa-
tions.

Through a study, we aim to find out whether gaze-based adap-
tation of content could support (a) the central route and thus
lead to higher engagement (this would be the case for an in-
crease in the average fixation duration) or (b) the peripheral
route and thus lead to a change in attitude (this would be the
case for an increase in the number of fixations). Finding any
of these effects would make the approach highly interesting
for advertisers as a strong influence on the user’s elaboration
could be assumed.

PROTOTYPE
Our central use case for adaptive content is the improvement
of image-based web ads based on implicit, gaze-based interac-
tion. Currently, web ads are among the most important means
for generating revenue from web pages but many web ads are
still presented in a manner that fails to anticipate the user. Ad-
vertising, however, is most effective if the right ad is provided
to the right person at the right time. Many approaches have
been explored to optimize this perfect match between the user
(ad viewer) and the ad provided. Optimizing the match is
clearly good for the advertiser, since it increases the chance
that the potential customer gets aware of their product or ser-
vice. Also, optimizing the match is great for the user, since
the ads inform him about a product or service he is likely to
be interested in. Two approaches for achieving the optimal
match exist: (1) maximizing exposure, (2) adapting content
based on profiling.

Maximizing exposure works by placing ads in very visible
areas. This approach is simple but can be costly as well as
can create a negative perception of the advertisement, if a
large portion of the viewers are not interested in it and be-
come annoyed with its omnipresence. When constantly pro-
vided irrelevant information, humans are also apt to ignore
the information completely, such as with banner blindness [6],
or display blindness [26]. Studies show that advertisements
matching the users’ interest are perceived less annoying than
random advertisements. On the other hand, profiling is nowa-
days widely used both in the real world (e.g., shopper loyalty
cards) and on the web (e.g., click stream analysis). Yet, this
approach is often perceived as privacy invading as personal
information needs to be stored over time.

Following our approach we suggest adapting ad content based
on real time gaze behavior. This approach has the advantage
that no data need to be stored and that users can opt out at
anytime by simply turning off the tracking device.
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Figure 3: System Components – UsaProxy HTTP proxy, eye tracker, application/database server, web server.

The basic architecture of our system is depicted in Figure 3.
It is based on a standard web architecture consisting of a web
client (browser) and a web server (content provider). An eye
tracker is used to implicitly track the gaze-based user interac-
tion on a web page and store the gaze path in a database. In
order to realize real-time interaction on a web page, we use
an HTTP proxy to (1) insert application code into the website
which handles the adaptation, and (2) to read and process the
recorded gaze data to update the appropriate content and to
trigger the update in the client.

Eye Tracker
In this study, we use a Tobii X120 eye tracker to extract co-
ordinates of the eye’s focal point. It is table-mounted and
supports data rates of up to 120 Hz. We implemented the
tracking software in such a way that the entire gaze path is
time-stamped and recorded in a database at 60 Hz. This al-
lows the gaze behavior to be monitored with regard to number
of fixations, duration of fixations, and dwell time.

UsaProxy
In interactive systems that rely upon gaze data, it is neces-
sary to process the recorded gaze data in real-time. In order
to do so, we used the HTTP proxy UsaProxy [3]. It allows
JavaScript code required for processing the collected data to
be inserted on-the-fly on arbitrary web pages. The analysis of
the data can be done either on the server or the client side.

The UsaProxy’s initial task is to embed JavaScript code in
any page sent from the web server to the client in response
to a standard HTTP request. This makes it possible to em-
bed content in the client instead of in the proxy. In order
to add the script, UsaProxy monitors all HTTP requests that

pass through it and adds a <script> tag inside the docu-
ment’s <head>, and its src attribute references the required
JavaScript. As JavaScript code can be inserted into pages,
data from external sources can also be loaded explicitly on
to the page. Therefore, the UsaProxy was slightly modified
to support XMLHttp requests to external data sources. The
script, which runs inside the browser as a result of the above
modifications, uses further XMLHttp requests to access the
content on the external database server. Using the proxy we
were able to circumvent the same origin policy [3]. We imple-
mented a method to handle AJAX requests for downloading
the data. The requests contain information about the object
the user is looking at. UsaProxy retrieves and sends the cur-
rent coordinates of the eye’s focal point to the browser.

Apparatus
The Amazon corporate website served as the test environ-
ment, hence, allowing realistic tasks to be performed in a
familiar setting, such as searching for a product (e.g., look-
ing up the current price for an iPod touch 8GB). We used the
UsaProxy to embed additional advertising elements into the
web page, which then updates based on the user’s gaze behav-
ior. Our changes did not alter the look and feel or the URL of
the Amazon website. In general, any website with arbitrary
content elements is suitable. The sole information the system
needs is the position and size of the elements to correctly as-
sociate them with the user’s gaze. This setup allowed us to
determine the dwell time, the number of fixations, and the
duration of fixations on each page element. As suggested by
Poole and Ball [31] the dwell time is used as the most appro-
priate means to compare attention between targets in order to
decide which elements to adapt.



Figure 4: Layout of our test website, consisting of a task
description area (a), the main content area (b), and the
advertisement area (c).

Layout of the Test Web Site
Figure 4 shows the layout of the altered Amazon website with
three distinct areas. We inserted a task area (a), allowing
arbitrary tasks to be presented to the subjects. This area re-
mained unchanged during navigation on the page. Once a
task was solved, the answer was entered into the text field
provided. Clicking on the ‘Next Question’ button triggered
the system to randomly draw the next task from a database.
The main content area (b) showed the original Amazon web-
site. It was fully functional and users could freely navigate
around the page. The advertisement area (c) was inserted
using JavaScript. In this area, we showed different advertis-
ing elements. To maximize exposure of these elements they
were inserted on the left side of the page since this area is
most likely to be perceived by the users [32]. Note that this is
consistent through all conditions in the study. This area was
integrated into the corporate Amazon design.

Learning and Measurement Phase
To realize the adaptation of the images we defined a learn-
ing phase and a measurement phase (Figure 5) that are con-
tinuously swapped while the user is surfing the Web. In the
learning phase, the system collects the user’s gaze data hence
making it possible to identify the area that received the most
attention by calculating the dwell time. For the subsequent
measurement phase the system updates the ad elements on
the next page. Note, that in order to not bias the data gathered,
the images are not changed while browsing a page, since this
will most likely generate additional attention. Hence, image
updates are seamlessly integrated upon reloading a page as a
result of clicking a link.

In order to compare the effect of adapting content, the system
provides two modes: in the random mode (Figure 5, top) the
advertising images are updated randomly, in the gaze mode
(Figure 5, bottom), the images are updated based on the col-
lected gaze data.
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Figure 5: Adaptation of Content: (1) In random mode
(random advertisement selection), product images are se-
lected independent of the gaze. (2) In gaze-based mode
(gaze-based advertisement selection), product images are
adapted based on attention (dwell time).

Adaptation of Content
As adaptive content for the user study we prepared different
types of advertising images: category images and product im-
ages. Category images represented a certain product category
(e.g., cars, mobile phones, home entertainment, sport equip-
ment, media). Those images were designed in a way such
that only the type but not the brand of a product was recog-
nizable. Product images represented a certain product related
to one of the categories, e.g., BMW, Mercedes, and Seat for
the category ‘car’. In these images the brand of a product was
clearly recognizable.

As we planned for a within subject design we created two
image sets to avoid any learning effects. Each set consisted
of five category images and three product images per category,
resulting in a total of 15 product images.

In order to measure the effect of adapting content to attention,
the system shows the subjects the five different category im-
ages in the learning phase and measures the dwell time for
each image. After 30 seconds, the system triggers a change
event so that the five category images are replaced by three
product images of the same category upon reloading the page.
Based on the software mode the three product images are ei-
ther chosen randomly or based on the gaze data (by using the
category which received the highest sum in dwell time). This
procedure is repeated continuously.



EVALUATION
In the following we report on the evaluation of our approach.
We first discuss the used methodology before presenting the
study setup, procedure, and data analysis.

Methodology
We discussed different alternatives with regard to evaluation
of the approach. A long-term field study would have al-
lowed a large set of data to be collected and analyzed and
the long-term effect on the user and his behavior to be as-
sessed. However, the following challenges prevented us from
running the study in the field. First, the eye tracker needs to
be re-calibrated as the user changes their position (e.g., every
time they sit down on the chair) which would have put an un-
bearable burden on the user and potentially led to biased data.
Second, in order to collect enough data, we would first need
to identify the favorite websites of the user. Then we would
need to prepare and integrate the adaptable content with these
websites to maintain their look and feel to avoid revealing the
investigated objects.

As a consequence, only the potential of the approach in a con-
trolled lab environment is evaluated. This allowed precise
data on the gaze behavior of the user to be gathered and the
effects of the approach (changes in dwell time, number of fix-
ations, fixation duration) to be measured. As a baseline con-
dition, randomly selected content is used as this most closely
reflects the way image-based ads are currently presented in
the WWW. We used a within-subject design where all users
would be shown both the random and the gaze-based content
(independent variables). The dependent variables were dwell
time, the number of fixations, and the duration of fixations.

Furthermore, we asked the users to fill out a questionnaire
after the experiment to assess recognition for the products.
The questionnaire contained in total 30 product images, 15 of
which were shown to the participants during the study. For
each of the products the participants had to rate on a 5-Point
Likert scale how sure they were to have seen the product im-
age. We also conducted semi-structured interviews with a
focus on user acceptance.

Participants
The participants were recruited via bulletin boards in the
neighborhoods surrounding the university, from mailing lists,
and lectures. In total, 15 participants (avg. age: 26.5 years)
were selected. None of them ever participated in an eye-
tracking study before and all have previously used Amazon.

Setup and Procedure
The study was conducted in an office in the lab. Users did
not engage in conversations during the experiment with others
around them or turn their heads away from the eye tracker.
A table-mounted eye tracker in front of a 22” TFT monitor
(Figure 1) allowed the users to behave more freely, as they
were not restricted to a fixed (head) position.

All of the participants were briefed in the room where the eye
tracker was set up and calibrated. We explained to them about
the area for task descriptions on top of the website. Then, we
asked them to solve the provided tasks (e.g., looking up the

price for an iPad) and enter their answers into the text field for
the next 20 minutes. The participants were informed about
the collection of gaze data but we neither revealed the study
objective nor the additional ads. The users were instructed not
to leave the Amazon website. After 10 minutes, the system
switched between random and gaze-based mode. To avoid
any learning effects, half of the participants started with the
gaze-based mode, the other half with the random mode. After
the experiment the participants filled out a questionnaire and
engaged in semi-structured interviews.

Data Analysis
During the study we recorded the participants’ (time-
stamped) gaze path, resulting in a total of 722,689 data
points. During the analysis we found that for 3 participants
the tracker had not recorded gaze-data properly (due to their
bright eyes or glasses). Hence, we had to exclude their
datasets. We used the software package ‘IBM SPSS Modeler’
to calculate the dwell time, number of fixations, and average
fixation duration per ad element.

RESULTS
To identify the impact of different images on the users’ at-
tention and attitude, we used Student’s t-Test because of its
good performance with sample sizes below n=30 [18]. There
are 24 ‘observations’ from 12 participants. Thus, we used a
paired sample t-test. Since we have the directed assumption
of increasing attention, the testing is one-tailed [17].

At first we compared the dwell time between random and
gaze-based images. We found an increase of 191.6 ms per
participant for the gaze-based adaptation, yet this is not signif-
icant (Table 1c). When digging further, however, we discov-
ered that there is a significant increase in the number of fixa-
tions for the gaze-based images (Table 1a). This is a strong in-
dicator that the participants consider these images to be more
noticeable and hence pay more attention.

Remarkably, while the number of fixations increases sig-
nificantly, the average fixation duration decreases non-
significantly (Table 1b). Thus, it is likely to assume about the
same fixation duration in the parent population. According
to the assumptions of the ELM this indicates an unconscious
information attainment in the peripheral route. An increase in
the average fixation duration would indicate more elaborated
and conscious information processing in the central route.

Note, that since the average dwell time increases systemati-
cally with the number of fixations and the average fixation du-
ration, it seems that the (non significant) decreasing fixation
duration lowers the increase of the dwell time (Table 1c) in
this specific sample. According to the t-test, we would expect
the fixation duration to be equal in the parent population.

For recognition we tested whether the participants can re-
cognize randomly chosen better or gaze-based product im-
ages on a 5-point Likert scale (1=I definitely did not see the
ad, 5=I definitely saw the ad). We found an increase for im-
ages shown in the gaze-based condition (M=3.20, SD=0.92)
compared to the test condition (M=2.72, SD=0.51), yet this
effect is not significant, t(11)=1.358, p=0.10 (one-tailed).



Measure (mean per user) random study
(control)

gaze-based
study (test)

overall T-test (paired
sample; df=11)

Sig.
(one-tailed)

(a) avg. # fixations per user 24.00 32.17 28.08 2.478 p = 0.015

(b) avg. duration per fixation and user 52.20 44.48 48.34 0.550 n.s.

(c) avg. dwell time per user 1238.14 1429.75 1333.94 0.511 n.s.

Table 1: Comparison of random / gaze-based image selection: The number of fixations increases significantly (p = 0.015).

Based on the semi-structured interview we found that 5 par-
ticipants would not use the system due to privacy concerns
whereas the others would be happy in case an option is pro-
vided to turn of monitoring the gaze data. Only one partici-
pant realized that the Amazon web page was customized. Ad-
ditionally, none of our participants realized that we adapted
content based on gaze information. The quantitative and qual-
itative data as well as the user feedback show that probably
no or very little conscious information processing took place
during the study.

DISCUSSION
The observations during the study and the analysis demon-
strate that implicit gaze interaction is a powerful modality for
creating new and persistent user experiences. Without addi-
tional effort for the user, content can be tailored to increase
their attention, since the natural gaze movement is a rich re-
source for information about what they pay attention to. At
the same time, the increase in the number of fixations shows
that the approach has the potential to affect the users’ attitude,
according to the peripheral route of the Elaboration Likeli-
hood Model. In market research and usability studies, eye
tracking and offline analysis is best practice and commonly
used. We demonstrated that with current technologies, it is
possible to benefit from this information in real time. Our re-
search has explored how this information can be used to adapt
the user interface in real time and by these means, create an
effective feedback loop. We observed that these findings have
a major potential for the design and implementation of atten-
tive UIs by creating novel and engaging ways for interacting
with information systems.

So far, our research mainly focuses on image-based advertis-
ing scenarios. The results reported above show that adapt-
ing web ads based on an on-the-fly analysis of gaze behav-
ior is feasible and effective. We demonstrated that if ads
are adapted based on the dwell time extracted from the gaze
behavior in real-time, it is possible to redirect the users’ at-
tention towards more specific types of ads. We showed that
detailing images the users looked at could help capture the
user’s attention. Hence, the users’ gaze behavior can help
provide reactive ads, where the system takes into account the
users’ attention. We envision, that systems with a potentially
better user experience can eventually lead to a more positive
perception of advertisements.

We believe, the fact that adaptive content draws attraction in-
dependent of the interest should be highly interesting for ad-
vertisers. It implicates that new products and services could

be effectively advertised if there is a link to objects users are
attentive to. An example application could construct a longer
chain of images leading from the user’s initial attention to-
wards an object the advertiser would like the user to look at,
e.g., they looks initially at a car, then the next picture is a car
in front of a house, and the following image is the house itself.
We expect that such associative multi-step links may have a
higher probability for the user to look at, however we have not
comprehensively assessed this. Furthermore, we think that
the approach described in this chapter can also be used com-
plementary to traditional ways for targeting advertising, such
as profiling.

Privacy
Such a technology poses a risk that systems acquire informa-
tion about the users, which they would rather keep privately
for themselves. Our approach supports a non-individualistic
customization and protects the user’s privacy since it does not
require any data to be collected and stored about the user. We
believe that this is a strong advantage over other approaches.
Even though the service provider can get information about
the interests of the user during their interactions with the web-
site, no user profile is generated or stored in the process.

During the study, the participants were asked about their con-
cerns regarding privacy when their gaze data is used to deter-
mine ads they are shown. While most of the participants were
interested in this new approach, some of them stated that they
would turn off this feature if this option was provided. Most
of the users did not like having information about their pref-
erences in the hands of the website owners (or in our case the
UsaProxy operator). These concerns should be investigated
when deploying a system relying upon the user’s approval for
gathering gaze data.

Opportunities for New Applications
Our study focused on the specific use case of image based
ads on web pages. We chose this narrow focus as it is eco-
nomically very important and by narrowing the experiments
we hope to increase the reproducibility. We have so far no
quantitative evidence that these findings are valid for other
application areas such as images with content other than ad-
vertising or non image-based content. We expect, however,
that similar effects hold for other media types and other appli-
cation domains.

Additionally, we see various application domains for implicit
interaction on the Web. Essentially, any web page providing
content based on user profiles could benefit from the implicit



interaction. One area might be a news portal, where a set of
headlines is typically presented next to the main article. In
this context, the gaze path could provide information about
other news stories the user might be interested in and offer
them alongside the current story.

CONCLUSION
In this paper we presented an eye tracking-based approach,
which allows content elements on web pages to be adapted
based upon a user’s gaze behavior. In a case study with image-
based advertisements we showed that gaze-based adaptation
results in a significant increase of the users’ attention, inde-
pendent of his interest. Furthermore, the approach has the
potential to affect the user’s attitude. Our approach provides
a seamless implicit interaction between users and advertise-
ments and requires no extra effort from the users. However,
privacy is a major concern. A mechanism to provide users an
opportunity for opting out at anytime is essential and should
be considered when deploying such systems.

We identified three potential areas of future work. First,
we plan to investigate whether our approach is applicable to
image-based content other than advertising. Second, we are
interested in how our approach could be applied to other types
of media. Third, content could be adapted based on the users’
reading behavior. For example, additional content could be
brought up as the users focus on a certain passage. Further-
more, text could be adapted to the user’s reading abilities (e.g.,
text in more accessible language).
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